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Geography, environment, and climate

• 3 tightly connected aspects (GEC):

1. (Physical) geography: structures and patterns of the natural space.

2. (Biological) environment: all living species in a region.

3. Climate: long-term patterns of weather.

• Separation among these three elements is artificial.

• For example, geography textbooks will include treatments of environment and climate.

• And, more in general, we are affected by events in our solar system (sun flares, meteorites,..) that are

hard to fit in the elements above.

• But I find the breakdown useful to organize my presentation.
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GEC and economic history I

• We want to relate GEC with economic history and growth.

• How do GEC affect humans?

• At a very fundamental level, GEC determined our evolution as a species and, hence, all economic

growth.

• Three correlated factors induced a deep evolutionary change:

1. East African rift.

2. Himalayas and the Tibetan plateau.

3. Closing of the Indonesian seaway.
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GEC and economic history II

• More recently, geology, terrain, temperature, rainfall, vegetation, and ecology shape how we organize

our economic life: natural resources, transportation, and physical and biological hazards.

• GEC even affects our bodies through the high plasticity of our bones.

• And, indirectly, our brains:

1. Farmers vs. hunter-gatherers.

2. WEIRD (Western, educated, and from industrialized, rich, and democratic countries). Examples with:

2.1 Ultimatum game.

2.2 Discounting.

2.3 Kinship relations.
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Ecoculture and categorization. 

Ayse K. Uskul et al. PNAS 2008;105:25:8552-8556

©2008 by National Academy of Sciences
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Ecoculture and categorization. 

Ayse K. Uskul et al. PNAS 2008;105:25:8552-8556

©2008 by National Academy of Sciences
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Ecoculture and reasoning. 

Ayse K. Uskul et al. PNAS 2008;105:25:8552-8556

©2008 by National Academy of Sciences
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Ecoculture and reasoning. 

Ayse K. Uskul et al. PNAS 2008;105:25:8552-8556

©2008 by National Academy of Sciences
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GEC and economic history III

• More interestingly even, how do humans affect GEC?

• Many scientists like to talk about the “anthropocene” as a new geological epoch where the presence

of humans is fundamentally changing the earth.

• A striking example: the scarcity of low-background steel for detecting radionuclides.
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Three Gorges dam
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Our investigation

• Not your traditional geography or social studies class back in high school.

• Also, we will not postulate a deterministic relation between GEC and outcomes but a distribution of

probabilities.

• Modern study in economics and history:

1. New growth theory.

2. Environmental history.

• Let’s see some evidence. But remember: “Every map is a lie” (Attila Bátorfy).
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A world map
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Latitude vs. income per capita

25



Latitude vs. agricultural GDP per worker
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Natural capital vs. income per capita
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Access to sea vs. income per capita
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Geography



Geography

• Key role of plate tectonics in human history.

• Examples:

1. Europe is 1/8th of the size of Africa, but the coastline is 50 percent longer.

2. Plants of civilization: wheat, rice, and maize⇒Fernand Braudel, Les Structures du quotidien: le possible

et l’impossible (1979).

3. De Gaulle’s memoirs: “Mr. Churchill and I agreed modestly in drawing from the events which had

smashed the West this banal but definitive conclusion: when all is said and done, Great Britain is an

island; France, the cape of a continent; the United States, another world.”

• What are the consequences?
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Le Général
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Rice vs. wheat I

even after most people put down their plows.
Simply put, you do not need to farm rice yourself
to inherit rice culture.

We propose that the rice theory can partly
explain East-West differences. Prior subsistence
theory cannot fully explain East-West differences
because it focuses on herding versus farming (1),
which is not the main East-West difference. Sev-
eralWestern regions herd, such as parts of Scotland
and Switzerland, but the bulk of Europe histor-
ically farmed wheat (and similarly grown crops,
such as barley). Instead, rice-wheat is the main
East-West difference, and psychologists have not
studied it.

The easiest way to test whether rice and wheat
lead to different cultures is to show that rice areas
(East Asia) are interdependent and that wheat
areas (the West) are independent. But that logic
is obviously flawed. We cannot just compare
East and West because they differ on many fac-
tors besides rice and wheat—religion, politics,
and technology, to name a few. A more con-
vincing test case would be a country that has a
shared history, government, language, and reli-
gion, but farms rice in some areas and wheat in
other areas.

China as a Natural Test Case
Han China is a fitting natural test case because it
has traditionally grown both rice and wheat but is
more ethnically and politically unified than, say,
Europe or sub-Saharan Africa. China is over
90% Han Chinese, and the same dynasties have
ruled over the wheat and rice cores for most of

the past few thousands of years, which controls
for some of the major variables that confound
East-West comparisons.

Within China, the Yangtze River splits the
wheat-growing north from the rice-growing
south (Fig. 1). For generations, northern China
has grown wheat, and southern China has grown
rice. Of course, two regions can never be 100%
equivalent. There are differences such as climate
and spoken dialect between north and south. To
rule out these smaller differences, we report
additional analyses that compare people from
neighboring counties along the rice-wheat border.

Three Predictions
The three theories make different predictions
about which parts of China should be the most
interdependent. First, the modernization hypoth-
esis predicts that the least-developed provinces
should be the most interdependent. Development
has been uneven in China partly because in the
late 1970s Deng Xiaoping made several areas
along the southeast coast “special economic zones”
open to foreign trade. This policy has given south-
eastern provinces like Guangdong a GDP per
capita about 3.5 times that of interior provinces
like Guizhou (13). That is roughly the ratio dif-
ference between the United States and Kazakhstan.
Thus, modernization would predict the highest
collectivism in China’s least-developed interior
provinces.

Second, pathogen prevalence theory predicts
a gradual rise in interdependence from north to
south because pathogens rise gradually along with

temperatures (8). AmongChinese provinces, over-
all pathogen rates and latitude are correlated:
r(20) = –0.49, P = 0.02 (14). Furthermore,
pathogen theory would predict the highest inter-
dependence in the southwest, which has the high-
est rates of infectious disease death.

Third, the rice theory predicts the highest inter-
dependence in the south and east. Unlike path-
ogens, rice is not the highest in the southernmost
provinces. Instead, rice is concentrated in the east
around Shanghai, which has flat floodplains ideal
for growing rice. The rice theory also predicts a
sharp divide along the rice-wheat border, which is
different from the gradual rise of pathogens with
climate.

To measure the prevalence of rice farming,
we used statistical yearbook data on the percent-
age of cultivated land in each province devoted to
rice paddies (13). Because some rice is grownwith
less labor on dry land (without paddies), we used
statistics on rice paddies, rather than rice output.
Because we wanted to assess the crop that
different regions farmed traditionally, rather
than figures affected by recent advances in irri-
gation and mechanization, we used rice statis-
tics from 1996, the earliest available on the Bureau
of Statistics Web site.

To test the modernization hypothesis, we col-
lected GDP per capita for each province from the
same year. To measure precontemporary dis-
ease prevalence, we used the earliest study we
could find with disease rates in different prov-
inces, from 1976 (15). Because the 1976 study did
not cover 10 provinces, we also collected recent
statistics (13). This increased the sample by four
provinces. Both sources gave similar pictures:
higher disease in the south and the highest in the
southwest.

Samples
We tested 1162HanChinese students from six sites:
Beijing (north), Fujian (southeast), Guangdong
(south), Yunnan (southwest), Sichuan (west cen-
tral), and Liaoning (northeast). We used three
measures: a measure of cultural thought, implicit
individualism, and loyalty/nepotism (described be-
low). We chose these tasks because they are not
self-report scales, avoiding the documented prob-
lems with use of self-report scales to measure cul-
tural differences (16).

Results from these different sites show that
rice-wheat differences held regardless of testing
site (14). For all tasks, we analyzed only ethnic
Han Chinese and excluded Han participants from
the provinces of Tibet, Inner Mongolia, and
Xinjiang. These areas are historically herding
areas and have different ethnicities, cultures,
languages, and religions that would confound
our comparisons of rice and wheat.

We tested the hypotheses with multilevel
models because participants (level 1) were nested
within provinces (level 2). We report correlations
as an effect size at the province level that can be
compared across variables. We calculated this
by comparing the province-level variance of the

Fig. 2. Cultural thought style by percentage of cultivated area devoted to rice paddies. Each
circle represents a province. Circle size represents divorce and controls for effect of GDP. To illustrate
cultural differences along the rice-wheat border, circles represent the rice and wheat border counties.

www.sciencemag.org SCIENCE VOL 344 9 MAY 2014 605
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Rice vs. wheat II

www.sciencemag.org    SCIENCE    VOL 344    9 MAY 2014 593

PERSPECTIVES

Rice, Psychology, and Innovation

PSYCHOLOGY

Joseph Henrich

People in wheat-cultivating areas of China are 

more individualistic and analytical than those 

in rice-cultivating areas.

Measuring analytic thinking with triads

Analytical answer

Individualistic answer

A

A

B

B

C

C

Me

Me

Going into business with friends or strangersRelationship between self and friends

Collectivistic answer

Holistic answer

Does the rabbit go with the dog or the carrot?

Measuring individualism

The friend or stranger is 

honest and you make 

money. How much do you 

reward him?

The friend or stranger is 

dishonest. How much do 

you punish him?

        B
y the late 18th century, the earliest 

tremors of the industrial revolution 

were beginning to shake England. 

Fueled by a stream of innovations related to 

textiles, transportation, and steel manufactur-

ing, this eruption of economic growth would 

soon engulf northern Europe, spread to Brit-

ain’s former colonies, and eventually trans-

form the globe. For the fi rst time, humanity 

would be sprung from the Malthusian trap. 

The question of why this revolution first 

emerged in northern Europe remains one of 

history’s great questions. If you stood over-

looking the globe in 1000 CE, the most obvi-

ous candidates for igniting this engine were 

perhaps in China or the Middle East, but cer-

tainly not in Europe. Addressing this ques-

tion, researchers have pointed to differences 

in geography, institutions, religions, and 

even genes ( 1,  2). On page 603 of this issue, 

Talhelm et al. ( 3) take an important step for-

ward by fi ngering psychological differences 

in analytical thinking and individualism as 

an explanation for differences in innovation, 

and then linking these differences to cultur-

ally transmitted institutions, and ultimately to 

environmental differences that infl uence the 

feasibility of rice agriculture.

Decades of experimental research show 

that, compared to most populations in the 

world, people from societies that are West-

ern, Educated, Industrialized, Rich, and Dem-

ocratic (WEIRD) ( 4) are psychologically 

unusual, being both highly individualistic 

and analytically minded. High levels of indi-

vidualism mean that people see themselves as 

independent from others and as characterized 

by a set of largely positive attributes. They 

willingly invest in new relationships even out-

side their kin, tribal, or religious groups. By 

contrast, in most other societies, people are 

enmeshed in dense, enduring networks of kith 

and kin on which they depend for cooperation, 

security, and personal identity. In such collec-

tivistic societies, property is often corporately 

owned by kinship units such as clans; inher-

ited relationships are enduring and people 

invest heavily in them, often at the expense of 

outsiders, strangers, or abstract principles ( 4).

Psychologically, growing up in an indi-

vidualistic social world biases one toward the 

use of analytical reasoning, whereas expo-

sure to more collectivistic environments 

favors holistic approaches. Thinking analyti-

cally means breaking things down into their 

constituent parts and assigning properties to 

those parts. Similarities are judged according 

to rule-based categories, and current trends 

are expected to continue. Holistic thinking, 

by contrast, focuses on relationships between 

objects or people anchored in their concrete 

contexts. Similarity is judged overall, not on 

the basis of logical rules. Trends are expected 

to be cyclical.

Various lines of evidence suggest that 

greater individualism and more analytical 

thinking are linked to innovation, novelty, and 

creativity ( 5). But why would northern Europe 

have had greater individualism and more ana-

lytical thinking in the fi rst place? China, for 

example, was technologically advanced, insti-

tutionally complex, and relatively educated by 

the end of the fi rst millennium. Why would 

Europe have been more individualist and ana-

lytically oriented than China?

Talhelm et al. hypothesized that different 

combinations of environments and technolo-

gies infl uence the cultural evolution of dif-

ferent forms of social organization. Under 

Departments of Psychology and Economics, University of 
British Columbia, Vancouver, Canada V6T 1N5. E-mail: 
henrich@psych.ubc.ca

Measuring analytical thinking and individual-

ism. To investigate the individualism and analyti-
cal thinking in participants from different agricul-
tural regions in China, Talhelm et al. used three tests. 
They measured analytical thinking with a series of 
triads. Participants were given a target object, such 
as a rabbit, and asked which of two other objects it 
goes with. Analytic thinkers tend to match on cat-
egories, so rabbits and dogs go together. Holistic 
thinkers tend to match on relationships, so rabbits 
eat carrots. The authors also measured individualism 
in two ways. First, they asked participants to draw a 
sociogram, with labeled circles representing them-
selves and their friends. In this test, individualism is 
measured implicitly by how much bigger the “self” 
circle is relative to the average “friends” circle. Sec-
ond, they assessed the nepotism (in-group loyalty) of 
participants by asking them about hypothetical sce-
narios in which they could reward or punish friends 
and strangers for helpful or harmful action.
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Traditional geographical explanations

• Climate. Montesquieu, The Spirit of the Laws (1748) (he was a wine grower). A cold climate is good

for growth; warm climates are bad: North Europe was a backwater region until the late middle ages.

Comparison with Fertile Crescent and Nile valley.

• Low land river valleys in dry climates:

1. Problems with Fertile Crescent: food production appears in hills. States and bureaucracy only follow

agriculture for some time.

2. Relation with “hydraulic-bureaucratic official-state,” Karl Wittfogel, Oriental Despotism: A Comparative

Study of Total Power (1957).

• Geographical determinism: Ellsworth Huntington (1876-1947).

• Geopolitics: Mackinder, Mahan, Kjellén, Haushofer.
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The Geographical Pivot of History, Halford J. Mackinder
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The Influence of Sea Power Upon History, 1660-1783, Alfred Thayer Mahan
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Possibility I: Political division is good

Eric Jones, The European Miracle (2003)⇒ geography again, hypothesis 1.

• We already argued that China versus Europe.

• Why is political division good?

1. Competition.

2. Robustness.
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Empirical evidence I: China

• Emperor Qiánlóng (1736-1799) ordered the compilation of the most famous works of the Chinese

past: Four Treasuries (classics, history, philosophy, literary works).

• Enormous work: 36,000 manuscript volumes.

• To do so, private libraries were searched.

• Taking advantage of the opportunity, several types of books were destroyed:

1. Books that implied resistance against the Manchu rule of China.

2. Books on geography or travel that could give inside information on China’s defenses.

3. Books that exposed philosophical interpretations of the classics that were different from ones preferred

by the scholars at the court.

• We know of over 2000 titles that were destroyed and that now are likely lost forever.

• This is not the only time in China’s history: First Emperor’s Burning of the Books and Burying of the

Intellectuals.
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Empirical evidence II: Florence

• Arrival of Arab numbers (actually Indian numbers) to Europe in the 13th century.

• Fantastic new technology.

• Florence opposed it. Arte del Cambio code in 1299 explicitly prohibited Arab numbers. Why?

• However, soon, Florence bankers were dominated by bankers in other cities.
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Possibility II: China’s endowments are bad

Kenneth Pomeranz,The Great Divergence: China, Europe, and the Making of the Modern World

Economy⇒ geography again, hypothesis 2.

• Coal:

1. Far away from production centers.

2. Steam engine versus ventilations.

• Environmental limits.

• Pacific is bigger than Atlantic, and tides move in the opposite direction.
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An empirical application

• How is the evolution of population growth and technological change since 1 Million BCE?

• Basic lesson so far: growth depends on technological progress.

• Intuition: more people probably must imply higher knowledge accumulation.

• Thus, growth and population may be closely linked.

• Empirical evidence.
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A simple model I

• Production function: we produce output with land, labor, and technology:

Y = ApαT 1−α

• Malthusian assumption: we will reproduce (or die) until we reach income per capita y∗ where:

p∗ =

(
A

y∗

) 1
1−α

T

• Technology progress depends on population size:

Ȧ = gpAϕ

where g and ϕ are parameters.
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A simple model II

• Take time derivatives of p∗ to get:
ṗ

p
=

1

1− α

Ȧ

A

• Then:

ṗ

p
=

g

1− α
pAϕ−1

=
g

1− α
(y∗)

1
α−1Aϕ−1+ 1

1−αT

• Therefore, bigger land surfaces should sustain more people ⇒ more technology ⇒ more people.

• Depending on the value of ϕ, we can have explosive growth, a balanced growth path, or a steady

state.
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Time series evidence

• A first look at the data.

• Regression:

nt = −0.0026
(0.0355)

+ 0.524
(0.0258)

Lt

R2 = 0.92, D.W = 1.10

• Robust to different data sets and specifications.
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Cross-sectional evidence

• World population was separated from 10,000 BCE to circa 1500.

• Population and Population Density circa 1500:

Land Area Population Pop/km2

“Old World” 83.98 407 4.85

Americas 38.43 14 0.36

Australia 7.69 0.2 0.026

Tasmania 0.068 0.0012-0.005 0.018-0.074

Flinders Islands 0.0068 0.0 0.0

• England versus Europe and Japan versus Asia.
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Population and population growth
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Environment



Microbes, viruses, and plagues

• Microbes, viruses, and plagues also play a crucial role in human history.

• Different patterns of economic, social, and political life.

• Co-evolution of diseases and plagues with humans.

• Tropical diseases are highly damaging and challenging to fight:

1. Late Europeans colonization of Africa.

2. New England vs. Virginia in American colonial times: winter kills all germs in the north but not in the

south.

• Also, insects such as mosquitoes.
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Malaria
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Pandemics

1. The Plague of Athens (430 BCE): first document pandemic thanks to Thucydides.

2. Justinianic Plague, from 541 CE to 750 CE. Recent recovery of DNA from Yersinia pestis. Combined

with the end of the Roman climatic optimum.

3. Black Death.

4. Arrivals of Europeans to the Americas.

5. Spanish Flu (1918).

6. HIV/AIDS.

7. COVID-19.
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Justinianic Plague
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Changing the environment: the Columbian Exchange

• Environment can be modified: the Columbian Exchange.

• Transfers of plants, animals, and microbes among the Americas, Europe, Asia, and Africa.

• Also, within the Americas (e.g., mate).

• Some of it was voluntary, some involuntary.

Alfred Crosby, The Columbian Exchange and Ecological Imperialism.

• Breaks hundreds of thousands of years of separate evolutionary changes.
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Alfred W. Crosby
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Euroasia to America

1. Cereals: wheat, rice, barley, rye, millet, oat.

2. Fruits: banana, watermelon, coconut, mango, apple, pear, apricot, peach, plum, cherry, citrus, olive.

3. Vegetables: turnip, radish, soybean, garlic, eggplant, artichoke, asparagus, beet, cabbage, cucumber,

carrot, pea.

4. Work animals: Horse, camel, water buffalo.

5. Farm animals: cow, pig, chicken, goat, sheep, goose.

6. Bee.

7. Coffee, tea, and sugar (white gold, Canada versus Guadeloupe in 1763).

8. Microbes: bubonic plague, chickenpox, cholera, influenza, leprosy, malaria, measles, scarlet fever,

smallpox, typhoid, typhus, yellow fever.
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An “American” breakfast
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Sugar

59



America to Euroasia

1. Maize (first for livestock feeding, later human consumption).

2. Other staples: sweet potatoes, potatoes, manioc (remember Malthusian model?).

3. Vegetables: tomatoes, chili pepper, bell pepper, bean, squash.

4. Peanut, sunflower, cashew, pecan.

5. Fruits: blueberry, huckleberry, pineapple, pumpkin, avocado.

6. Vanilla.

7. Rubber.

8. Animals: turkey, llama, guinea pig.

9. Tobacco and cocoa.

10. Syphilis.
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Byrd plantation
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Consumption colonial luxuries in Europe, lbs. per head/year

12 
 

provided the labor force necessary to satisfy European appetites, producing the kegs 

of molasses, sacks of coffee and bales of tobacco that sailed to the old continent in 

thousands of ships. The reliability of the supply system was remarkable. One historian 

argued that, by the late 18th century, European “consumers could often rely on the 

availability of sugar, tea, or tobacco more certainly than on the supply of dairy 

products and some cereals.” (Shamas 1990).  

Consumers clearly had a strong preference for new overseas products, as their rapid 

adoption by all classes shows. What has been missing is a good way to assess the 

impact on living standards. 

Table 1: Consumption of colonial luxuries in Europe, early modern period (lbs per head and 
year) 

 

 

Smuggling 

Data on consumption of new goods in Britain comes from official import statistics. 

These will underestimate true consumption if goods arrive via an illegal channel. At 

various times, smuggling was rife in Britain during the early modern period. Tariffs 

and excise taxes were high, especially for tea and tobacco. A standard way to smuggle 

goods into the country was to officially ‘re-export’ colonial goods, and then land them 
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Sugar prices and consumption per capita in England, 1600-1850 15 
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Figure 2: Real Sugar Prices and Sugar Consumption Per Capita in England, 1600-1850 
 

Figure 3, shows the real price of tea (left panel) and consumption per capita (right 

panel). The price of tea, compared to sugar, shows an even more dramatic price 

decline. The Clark series falls from a high of 614 pence per pound in 1690 to 54 

pence in 1850, a price decline of 91%. The Allen price series begins in 1760 and 

shows a high degree of co-movement (correlation coefficient 0.89) with the Clark 

series. Our consumption series for tea is derived from three sources, Forrest (1973) 

for the years 1700 to 1770, Davis (1979) for 1784-86, and Mokyr for 1794-96 to 

1854-56. Forrest calculates 0.01 lbs. per capita of tea consumption in 1700 growing to 

0.74 in 1770. Davis estimates 1.36 lbs. for 1784-86, and Mokyr calculates 1.6 lbs. in 

1794-96 growing to 2.43 for 1854-56. The combined consumption series show tea 

consumption increased rapidly over the period. We set a point of zero consumption 

for tea at the year 1690; qualitative historical accounts, such as the existence of tea 

houses starting in 1660s in London, (Forrest, 1973) suggest there is some 

consumption before that period. We can infer from retained imports beginning in 

1700 that what was consumed remains very small in per capita terms, suggesting 

1690 to be an appropriate starting point.  
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Tea prices and consumption per capita in England, 1600-1850 16 
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Figure 3: Real Tea Prices and Consumption Per Capita in England, 1600-1850 

 

Finally, changes in the price of coffee (left panel) as well as quantities consumed 

(right panel) are shown in Figure 4. The price of coffee, only available for the Clark 

series, declined from a high of 137 pence per pound in 1710 to a low of 22 pence per 

pound in 1850. This is a reduction of 84% -- smaller than in the case of tea, and 

similar to the one for sugar. Per capita consumption comes from two sources: 

Mitchell and Deane (1962) for the years 1700 to 1770 and Mokyr (1988) for 1784-86 

to 1854-56. Retained imports from Mitchell and Deane show small amounts of 

consumption, starting at 0.002 lbs. per capita in 1700 and growing to about 0.02 lbs. 

per capita in 1770. Mokyr estimates 0.01 lbs. per capita of coffee consumed in 1784-

86 growing to 1.59 lbs. per capita in 1844-56 and declining again to 1.39 lbs/capita in 

1854-56.30  

As a percentage of household spending, coffee was not as important as tea. By 

1850, the English consumed a full pound of tea more than of coffee. This is partly 

because the price of coffee was 2.5 times higher than that of tea. Coffee briefly 

became fashionable for a period in the mid-17th century. However, its consumption 

across Britain never took hold until the 19th century, and all indications suggest 

overall consumption remained low (Cowan 2005). We assume zero consumption of 

coffee in 1690, motivated by small aggregate consumption per capita in the years 

immediately after.  

 

                                                 
30 Mokyr (1988) attributes the unstable consumption patterns of coffee to changing preferences. 
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Coffee prices and consumption per capita in England, 1600-1850
17 
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Figure 4: Real Coffee Price and Consumption Per Capita in England, 1600-1850 

 
Income data comes from three series in Clark (2007). Clark provides daily wages for 

‘farm’, ‘craft’, and ‘building laborer’ in pence per day. Table 2 below reports daily 

(nominal) wages for a subsection of our period and the budget shares of tea and sugar 

implied by the consumption per capita data discussed earlier.31  

To translate Clark’s daily wages into annual per capita incomes we calculate 

days of work per year via implied budget shares for new goods. Since we know 

annual spending on them, and know daily wages and the budget share, we can simply 

solve for the number of days implied. This method suggests approximately 140 days 

of work per year.32 Feinstein (1998) shows sugar accounting for 4.8% of a 

household’s budget in 1788-92 (column 5). Using consumption per capita of sugar 

from retained imports, our estimated incomes show sugar to be 4.89% of income in 

1790, a very close match to Feinstein’s estimate. For 1830 our estimated incomes 

show sugar accounts for 3.9% of a household’s budget (column 3), below the 4.6% 

estimated by Feinstein in 1828-32. (column 5). With regard to tea, in 1790 using our 

income estimates we calculate tea to occupy 4.9% of a household’s budget share, 

slightly overestimating Horrell’s estimate of 3% for 1787-96. We estimate tea to be 

2.8% of a household’s budget in 1850, slightly above Horrell’s estimate of 2.1% for 

                                                 
31 Table A2 presents the full wage data. 
32 The number for adult males was probably much higher (Clark and van der Werf 1998, Voth 2001). 
Note that we are estimating the number of working days per Englishman, from infant to the elderly, in 
adult male wage equivalents.   
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have to add the gains from coffee, which brings the total to 17.33% for EV, and 

16.4% for CV. This suggests that the introduction of these three ‘small luxuries’ had 

big consequences for the well-being of the English population.37  

If we replicate the Kopecky-Greenwood approach exactly and estimate ρ 

separately for each new good, we obtain broadly similar results. The parameter values 

and estimates of EV and CV for our set of goods shown in panel B of table 2. We 

constrain ρ to lie in the interval (0, 2]. The estimation procedure finds minima for the 

function at ρ = 0.72 for sugar, 1.49 for tea, and 2 for coffee. Compared to the results 

in panel A, we see that ρ from joint estimation produces marginally lower  values 

for each good. The CV and EV for tea and coffee rise, while the ones for sugar 

decline. The total welfare gains are now even larger (20-23%).  

 

 Table 3: Welfare gains from sugar, tea, and coffee, England (1600-1850) 

 
 

With logarithmic preferences, (1-θ) should converge to the budget share for novel 

goods. The sum of 1-θ for panel A of table 2 is 11%. This is similar to the historical 

data. Sugar, tea, and coffee accounted for approximately 10% of food expenditure of 

working class households in 1790s England (Feinstein 1998), or 7% of total 

expenditure. Given that consumption of these goods was greater amongst middle and 

                                                 
37 It may be argued that at such low levels of income no expenditure is small.   
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Table 9: Impact of new goods on welfare 

 
Compared to the introduction of new goods today, the welfare gains from introducing 

goods in the past were large. In Table 9, we compare the impact of recently invented 

new goods with our results. Even for the single biggest items, such as personal 

computers and the internet, welfare gains (while substantial) pale compared to 

historical precedent. Hausman (1996) estimated the rise in consumer surplus from the 

introduction of Apple Cheerios as 0.002% of consumption expenditure. Goolsbee and 

Klenow (2006) derive a gain of approximately 2% for the internet. For the good with 

the biggest estimate, personal computers, Greenwood and Kopecky (2009) show 

gains equivalent to 3.5-4% of income. Compared to these results, our findings suggest 

welfare gains that are orders of magnitude larger compared to all modern goods 

(except personal computers). 

In the past, introducing a new good mattered more – welfare gains were 

bigger, because the pre-existing range of goods was smaller than it is today.45 Put 

another way – adding Apple Cheerios to the range of choices for breakfast cereals 

may improve welfare. However, being able to replace beer soup, porridge and cold 

cuts with milky, sugary coffee and bread with jam was much nicer. Exotic new goods 

from the Americas and the Far East – pepper and nutmeg, tea and sugar, coffee and 

tobacco, chocolate and cloves – improved living standards by far more than modern 

consumers, sated by an ever-expanding range of new goods, can readily appreciate. 

The reason why seemingly mundane goods like sugar, coffee and tea made a big 
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Climate in history

• Three basic observations:

1. Climate changes across different areas.

2. Climate changes over time.

3. Widespread consensus that part of this change is due to human agency (particularly during the last

century).

• Enormous development in the study of climate in history since Emmanuel Le Roy Ladurie’s

pathbreaking work.
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Natural archives

• First reliable thermometer is invented in 1714 by Daniel Gabriel Fahrenheit using mercury.

• Information sources:

1. Ice cores.

2. Tree rings.

3. Cave deposits and speleothems.

4. Ocean sediments.

5. Lake varves.

6. Written accounts: ship logs, letters, diaries, manorial accounts ...

7. Art: winter landspaces.

8. Skeletal remains: femur length, infections, degenerative joint disease, dental disease, iron/vitamin

deficiencies, trauma, and specific diseases such as TB, rickets, and leprosy. 71



Climate 
Zone Description Representative Cities 

Percentage of 
World 

Landmass 

Percentage of 
World 

Population 

GDP per Capita 
Relative to 

World Average 

Af Tropical Rain Forest Jakarta, Indonesia 
Manaus, Brazil 4.0 4.4 0.64 

Am Tropical Rain Forest with 
Seasonal Monsoon 

Manila, Philippines 
Cochin, India Belém, 
Brazil 

0.8 2.4 0.41 

Aw Tropical Savannah 
Dhaka, Bangladesh 
Kinshasa, Congo Havana, 
Cuba 

10.8 17.5 0.38 

Cw Subtropical: MildHumid 
with Dry Winter 

Hanoi, Vietnam Kanpur, 
India Lilongwe, Malawi 4.3 16.0 0.44 

Cf Mild Humid Climate with 
No Dry Season 

New York, USA Paris, 
France Shanghai, China 
Sydney,  Australia 

7.7 19.5 2.24 

Cs 
Mediterranean Climate: 
Mild, Humid with Dry 
Summer 

San Francisco, USA 
Rome, Italy Santiago, 
Chile 

2.2 4.3 2.10 

Df Snowy-Forest Climate with 
No Dry Season 

Chicago, USA Moscow, 
Russia 23.0 5.8 1.90 

Dw Snowy-Forest Climate with 
Dry Winter 

Seoul, South Korea 
Vladivostok, Russia 6.2 5.3 0.64 

BS Semi-arid Steppe San Diego, USA Odessa, 
Ukraine 12.3 11.8 0.55 

BW 
Desert: Annual 
Precipitation Less than 15 
in. (38 cm) 

Cairo, Egypt Karachi, 
Pakistan 17.3 6.2 0.58 

H Highlands  Mexico City, Mexico  7.3 6.8 0.78 

E 
Ice Climates: Average 
Temperature in Warmest 
Month Less Than 50°F 
(10°C) 

Nuuk, Greenland 4.0 <0.1 — 

Source: Data on landmass, population, and GDP per capita are from Mellinger, Sachs, and Gallup (1999). 
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Climate in Europe

• Winters cold enough to wipe out germs, but not too cold. High humidity. Constant rain.

• Dry summers.

• Gulf Stream: the presence of Brazil forces the hot water up in the ocean, and Greenland’s waters

stop it in the north.

• However:

1. Too many forests (Grimm Brothers), difficult to cultivate until iron ax.

2. Hard soils, not enough rain in summer: fallow.

3. Need animals for plowing and manure.

• Consequences: a diet rich in wheat and animal protein (meat and dairy products).

• Mediterranean sea.
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Mediterranean winds
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Climate in Asia

• Interior ⇒ grasslands that supported Nomads.

• Exterior ⇒ monsoon:

1. Much less need to fallow.

2. Possible to cultivate rice in large parts of Asia.

• Consequences:

1. Much higher density.

2. Fewer cows, more pigs and chicken.

3. Constant struggle between nomads and settled peoples.

Lev Nikolaevich Gumilev, Searches for an Imaginary Kingdom: The Legend of the Kingdom of Prester

John.

4. Seasonal patterns of trade. Example: Portuguese in Goa.
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Coping with the climate

• One fundamental observation: it is much easier to warm up than to cool down.

• Warm up:

1. Evidence of human ancestors’ fire control between 1.8 to 1 million years ago.

2. Clothing probably existed around 250,000 years ago, when H. Neanderthalensis had to survive winters in

Europe.

3. Dutch responses to the Little Ice Age.

• Cool down:

1. Romans circulated aqueduct water through their walls to reduce heat.

2. Use of water imitated by other times: Persians, Arabs, etc.

3. Modern electrical air conditioning was invented in 1902 by Willis Haviland Carrier (his company, Carrier,

is still a leading producer worldwide).

3.1 First industrial application: 1906, Chronicle Cotton Mills of Belmont, NC.

3.2 First house with A/C: 1914, Charles Gates’ mansion in Minneapolis ($1 million).
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Consequences

• Much easier to populate and work in very cold areas than in very hot areas.

• Expansion of the U.S. in the 19th century: much faster in the North than in the South.

• Reversal in the second half of the 20th century: Buffalo versus Atlanta.

• Glaeser and Tobiot (2008).

• Political-economic consequences.
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Climate determines political structure

• Former European colonies have performed very differently: U.S. versus Belize.

• No clear correlation with former colony.

• Differences in settlers’ mortality induced different institutions.

• Differences in outcomes.

• Karen Kupperman: Providence Island, 1630-1641: The Other Puritan Colony, compares Providence

Island and New England.

• Daron Acemoglu, Simon Johnson, and James Robinson: The Colonial Origins of Comparative

Development: An Empirical Investigation.
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FIGURE 2. OLS RELATIONSHIP BETWEEN EXPROPRIATION RISK AND INCOME 

downwards. All of these problems could be 
solved if we had an instrument for institutions. 
Such an instrument must be an important factor 
in accounting for the institutional variation that 
we observe, but have no direct effect on perfor- 
mance. Our discussion in Section I suggests that 
settler mortality during the time of colonization 
is a plausible instrument. 

III. Mortality of Early Settlers 

A. Sources of European Mortality 
in the Colonies 

In this subsection, we give a brief overview 
of the sources of mortality facing potential set- 
tlers. Malaria (particularly Plasmodium falcipo- 
rum) and yellow fever were the major sources 
of European mortality in the colonies. In the 
tropics, these two diseases accounted for 80 
percent of European deaths, while gastrointes- 
tinal diseases accounted for another 15 percent 
(Curtin, 1989 p. 30). Throughout the nineteenth 
century, areas without malaria and yellow fever, 
such as New Zealand, were more healthy than 
Europe because the major causes of death in 
Europe-tuberculosis, pneumonia, and small- 
pox-were rare in these places (Curtin, 1989 
p. 13). 

Both malaria and yellow fever are transmit- 
ted by mosquito vectors. In the case of malaria, 
the main transmitter is the Anopheles gambiae 
complex and the mosquito Anopheles funestus, 
while the main carrier of yellow fever is Aedes 
aegypti. Both malaria and yellow fever vectors 
tend to live close to human habitation. 

In places where the malaria vector is present, 
such as the West African savanna or forest, an 
individual can get as many as several hundred 
infectious mosquito bites a year. For a person 
without immunity, malaria (particularly Plas- 
modium falciporum) is often fatal, so Europe- 
ans in Africa, India, or the Caribbean faced very 
high death rates. In contrast, death rates for the 
adult local population were much lower (see 
Curtin [1964] and the discussion in our intro- 
duction above). Curtin (1998 pp. 7-8) describes 
this as follows: 

Children in West Africa ... would be in- 
fected with malaria parasites shortly after 
birth and were frequently reinfected after- 
wards; if they lived beyond the age of 
about five, they acquired an apparent im- 
munity. The parasite remained with them, 
normally in the liver, but clinical symp- 
toms were rare so long as they continued 
to be infected with the same species of P. 
falciporum. 
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FIGURE 3. FIRST-STAGE RELATIONSHIP BETWEEN SETTLER MORTALITY AND EXPROPRIATION RISK 

with little effect on the estimate. Columns (3) and 
(4) use the democracy index, and confirm the 
results in columns (1) and (2). 

Both constraints on the executive and democ- 
racy indices assign low scores to countries that 
were colonies in 1900, and do not use the ear- 
liest postindependence information for Latin 
American countries and the Neo-Europes. In 
columns (5) and (6), we adopt an alternative 
approach and use the constraints on the execu- 
tive in the first year of independence and also 
control separately for time since independence. 
The results are similar, and indicate that early 
institutions tend to persist. 

Columns (7) and (8) show the association be- 
tween protection against expropriation and Euro- 
pean settlements. The fraction of Europeans in 
1900 alone explains approximately 30 percent of 
the variation in our institutions variable today. 
Columns (9) and (10) show the relationship be- 
tween the protection against expropriation vari- 
able and the mortality rates faced by settlers. This 
specification will be the first stage for our main 
two-stage least-squares estimates (2SLS). It shows 
that settler mortality alone explains 27 percent of 
the differences in institutions we observe today. 

Panel B of Table 3 provides evidence in 

support of the hypothesis that early institutions 
were shaped, at least in part, by settlements, and 
that settlements were affected by mortality. Col- 
umns (1)-(2) and (5)-(6) relate our measure of 
constraint on the executive and democracy in 
1900 to the measure of European settlements in 
1900 (fraction of the population of European 
decent). Columns (3)-(4) and (7)-(8) relate the 
same variables to settler mortality. These regres- 
sions show that settlement patterns explain around 
50 percent of the variation in early institutions. 
Finally, columns (9) and (10) show the relation- 
ship between settlements and mortality rates. 

B. Institutions and Economic Performance 

Two-stage least-squares estimates of equa- 
tion (1) are presented in Table 4. Protection 
against expropriation variable, Ri, is treated as 
endogenous, and modeled as 

(5) Ri = + log Mi + X'8 + vi, 

where Mi is the settler mortality rate in 1,000 
mean strength. The exclusion restriction is that 
this variable does not appear in (1). 
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TABLE 4-IV REGRESSIONS OF LOG GDP PER CAPITA 

Base 
Base Base sample, 

Base Base sample sample dependent 
Base sample Base sample sample sample with with variable is 

Base Base without without without without continent continent log output 
sample sample Neo-Europes Neo-Europes Africa Africa dummies dummies per worker 

(1) (2) (3) (4) (5) (6) (7) (8) (9) 

Panel A: Two-Stage Least Squares 

Average protection against 0.94 1.00 1.28 1.21 0.58 0.58 0.98 1.10 0.98 
expropriation risk 1985-1995 (0.16) (0.22) (0.36) (0.35) (0.10) (0.12) (0.30) (0.46) (0.17) 

Latitude -0.65 0.94 0.04 -1.20 
(1.34) (1.46) (0.84) (1.8) 

Asia dummy -0.92 -1.10 
(0.40) (0.52) 

Africa dummy -0.46 -0.44 
(0.36) (0.42) 

"Other" continent dummy -0.94 -0.99 
(0.85) (1.0) 

Panel B: First Stage for Average Protection Against Expropriation Risk in 1985-1995 

Log European settler mortality -0.61 -0.51 -0.39 -0.39 -1.20 -1.10 -0.43 -0.34 -0.63 
(0.13) (0.14) (0.13) (0.14) (0.22) (0.24) (0.17) (0.18) (0.13) 

Latitude 2.00 -0.11 0.99 2.00 
(1.34) (1.50) (1.43) (1.40) 

Asia dummy 0.33 0.47 
(0.49) (0.50) 

Africa dummy -0.27 -0.26 
(0.41) (0.41) 

"Other" continent dummy 1.24 1.1 
(0.84) (0.84) 

R2 0.27 0.30 0.13 0.13 0.47 0.47 0.30 0.33 0.28 

Panel C: Ordinary Least Squares 

Average protection against 0.52 0.47 0.49 0.47 0.48 0.47 0.42 0.40 0.46 
expropriation risk 1985-1995 (0.06) (0.06) (0.08) (0.07) (0.07) (0.07) (0.06) (0.06) (0.06) 

Number of observations 64 64 60 60 37 37 64 64 61 

Notes: The dependent variable in columns (1)-(8) is log GDP per capita in 1995, PPP basis. The dependent variable in column (9) is log output 
per worker, from Hall and Jones (1999). "Average protection against expropriation risk 1985-1995" is measured on a scale from 0 to 10, where 
a higher score means more protection against risk of expropriation of investment by the government, from Political Risk Services. Panel A 
reports the two-stage least-squares estimates, instrumenting for protection against expropriation risk using log settler mortality; Panel B reports 
the corresponding first stage. Panel C reports the coefficient from an OLS regression of the dependent variable against average protection against 
expropriation risk. Standard errors are in parentheses. In regressions with continent dummies, the dummy for America is omitted. See Appendix 
Table Al for more detailed variable descriptions and sources. 

creating a typical measurement error problem. 
Moreover, what matters for current income is 
presumably not only institutions today, but also 
institutions in the past. Our measure of institu- 
tions which refers to 1985-1995 will not be 
perfectly correlated with these.19 

Does the 2SLS estimate make quantitative 
sense? Does it imply that institutional differences 
can explain a significant fraction of income dif- 

19 We can ascertain, to some degree, whether the differ- 
ence between OLS and 2SLS estimates could be due to 
measurement error in the institutions variable by making 
use of an alternative measure of institutions, for example, 
the constraints on the executive measure. Using this mea- 

sure as an instrument for the protection against expropria- 
tion index would solve the measurement error, but not the 
endogeneity problem. This exercise leads to an estimate of 
the effect of protection against expropriation equal to 0.87 
(with standard error 0.16). This suggests that "measurement 
error" in the institutions variables (or the "signal-to-noise 
ratio" in the institutions variable) is of the right order of 
magnitude to explain the difference between the OLS and 
2SLS estimates. 
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