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SUMMARY:

We consider a Brownian semimartingale X (the sum of a stochastic integral w.r.t. a Brownian
motion and an integral w.r.t. Lebesgue measure), and for each n an increasing sequence T'(n, i) of
stopping times and a sequence of positive Fr(, ;)—measurable variables A(n, ) such that S(n,i) :=
T(n,i) + A(n,i) < T(n,i+1). We are interested in the limiting behavior of processes of the form
Ul(g) = Von 2isni<tl9(T(n,4),&") — ai'(g)], where &, is a normalizing sequence tending to
0 and &' = A(n,9)"Y*(Xs(n,iy — X7(n,i)) and al'(g) are suitable centering terms and g is some
predictable function of (w,t,x). Under rather weak assumptions on the sequences T'(n, i) as n goes
to infinity, we prove that these processes converge (stably) in law to the stochastic integral of ¢
w.r.t. a random measure B which is, conditionally on the path of X, a Gaussian random measure.
We give some applications to rates of convergence in discrete approximations for the p-variation
processes and local times.
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1 Introduction

1) Consider a triangular array (£*)1<i<n of IR valued variables and, with any function g on IR?,
associate the processes

Ui(g)=n""2 Y [g(€) — ai'(9)], (1.1)

1<i<[nt]

where af'(g) are suitable centering terms. Finding limit theorems for U"(g) is an old problem,
solved in many special cases: e.g. the {'’s are rowwise i.i.d., or rowwise mixing, or are the
increments of martingales... In a series of recent papers [4], [10], [11], Fujiwara and Kunita have
investigated the properties of the limit U™ (g) as a function of ¢: indeed for suitably chosen centering
terms, g — U*(g) is linear; then in the simplest case of rowwise i.i.d. the limit appears to be of
the form

U(g): = / g(x)B(ds, dx), (1.2)
[0,t] x R4

where B is a Gaussian random measure, and more precisely a white noise conditioned on the fact
that B([0,t] x IR?) = 0 for all ¢ (this is just a somewhat sophisticated version of the usual Donsker’s
Theorem).

2) In this paper we consider a richer situation. We start with a standard d-dimensional Brownian
motion W = (W")1<;<q on the standard Wiener space (Q,F, (Ft)i>0, P) and the (')1<i<q are
increments of W. More precisely, for each n we have a strictly increasing sequence of stopping times
(T'(n,i),7 > 1), and associated positive variables A(n, i), and we set S(n,i) = T(n,i) + A(n,i) and

& = A, i) "2 (Ws(niy — Wrna)- (1.3)

(2

Denote by p the Gaussian measure N'(0, I;) on IR?. We also consider functions g: Q x IR, x IR? —
IR? which are “predictable”, and instead of (1.1) we are interested in the asymptotic behavior of
the processes

vt =i Y (arnie - [ plan) orin ). (1.4)
3:S8(n,i)<t
where §,, is a normalizing sequence going to 0 as n — oc.

We need a series of hypotheses for U™(g) to converge to a non-trivial limit. First about g:

Assumption K: g is a function: Q x IR, x R — IR?, with
i) it is predictable, i.e. P ® R measurable, where P is the predictable o—field on € x R,
ii) t — g(w,t,x) is continuous,

iii) there is a non-decreasing adapted finite-valued process v = () having
l9(w,t, )] < ye(w) (1 + [ ), (1.5)

O

Second, there are assumptions on the times T'(n,4) and A(n,:): the increments of W should
be taken on non-overlapping intervals, that is S(n,i) < T(n,i + 1). Further, for technical reasons
we need S(n,i) to be Frp(, )—measurable: this is a serious restriction, but something of this sort
cannot be totally avoided (take for instance A(n,i) to be such that £ = 0 identically in (1.3), to
see that without strong assumptions on A(n,i) we cannot hope for non-trivial limits for (1.4)).
Hence we assume the
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Assumption Al: For each n € IN* we are given 7,, = (T'(n,i), A(n,i)) : i € IN) with:

(i) The sequence T'(n, ) is an increasing family of stopping times with T'(n,0) = 0 and
lim; T T(n,i) = oco.

(ii) Each A(n,i) is a (0, 00)-valued Frp(, ;)-measurable random variable, such that S(n,i) :=
T(n,i) + A(n,i) <T(n,i+1). a

We also need some nice asymptotic behavior of the sequence (7,,) in relation with the normal-
izing constants J,, in (1.4). This is expressed through the following random “empirical measures”
on IR, where ¢, denotes the Dirac mass with support {a}:

Hn = on Z €S(n,i)s (16)

i>0,5(n,i)<oco

/1':1 = Z \% A(nvl)én €S (n,i)- (17)

i>0,S(n,i)<oco

Assumption A2: p, and p) vaguely converge in probability to some random Radon measures p
and p*. |

Both (Al) and (A2) are satisfied in the so-called regular case, where T'(n,i) = i/n, A(n,i) =
1/n and 6, = 1/n: then p = p* is Lebesgue measure. In general the convergence of u,, implies
the relative compactness of the sequence p (in probability, for the vague topology), and also its
convergence (in probability) to u* = 0 when p is a.s. singular w.r.t. Lebesgue measure.

3) Our first main result, under (A1) and (A2), is the existence of a random martingale measure B
on IR, x IR, defined on an extension of the original space (2, F, P), such that for any g having
(K), Uf(g) converges in law to U(g) = [ g(s,x)1j(s) B(ds,dz). The measure B is called the
tangent measure to W along the sequence (7,,), and its precise description in terms of W, u, pu*
is given later.

However the statement is simple in the regular case, and goes as follows (all unexplained notions
below are recalled in Sections 2 and 3):

Theorem 1.1 Assume that we are in the regular case, (or more generally that (A1) and (A2)
hold with 1 = u* = Lebesque measure). There is a random measure B on IRy x IR?, defined on a
very good extension of the Wiener space, which is a white noise with intensity measure dt x p(dx)
conditioned on having B([0,t] x IRY) =0 for all t, and which satisfies

/xl[o,t](s) B(ds,dx) = Wh, (1.8)

and such that for every g satisfying (K) the processes U™(g) converge stably (in the sense of Renyi)
in law to the process

Uid9) = [ gl 2)104(s) Blds, o). (L9)

That (1.8) should hold comes from the fact that if g(z) = = then Uf*(g9) = Winy/n. Taking
g =1, hence U}*(g) = 0, shows that one must have B([0,t] x IR?) = 0.
Related results have appeared in various guises in the literature: for instance they come nat-

urally when one studies the error term in approximation for stochastic integrals or differential
equations: see Rootzen [14], which contains a discussion of the interest of stable convergence in
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this context, or Kurtz and Protter [12]. The main applications we have in mind concern statistical
problems related to estimation of the variance coefficient with discrete observations for diffusion
processes, in the spirit of Dohnal [3] or Genon-Catalot and Jacod [6]. This is why we have consid-
ered schemes 7T ,, based on stopping times rather than deterministic times (see also the applications
relating to local time, in Section 9).

4) Our second main results will be obtained as a consequence of the first one, and concerns m-
dimensional ”Brownian semimartingales” of the form

t t
X: = 2o +/ asdWy +/ bsds, xo € IR™, (1.10)
0 0

with the following:

Assumption H: a and b are predictable locally bounded processes, with values in IR™ @ IR* and
IR™ respectively, and t — a; is continuous. O

In this setting we study the limit of processes like U"(g) in (1.4), with different centering terms,
and X instead of W in the definition (1.3) of £'. The limit can still be expressed as a suitable
integral w.r.t. the tangent measure B to W, and also as [ g(s,x)1q4(s) BX(ds,dx) with another
random measure BX called the random measure tangent to X along (7).

5) The paper is organized as follows. Part I (Sections 2-5) concerns the Brownian case: Section
2 is devoted to some preliminary results on extensions of spaces and random measures; in Section
3 we describe the tangent random measure to W and state the result, which is proved in Sections
4 and 5. Part II is about Brownian semimartingales of the form (1.10): results are gathered in
Section 6, and proofs are given in Sections 7 and 8. Finally Section 9 is devoted to some simple
applications (rates of convergence for g-variations, approximation of local times, etc...).

PART I: THE BROWNIAN CASE

2 Extension of spaces and martingale measures

In this section we start with some filtered probability space (Q, F, (F;)¢>0, P). We gather a number
of results on extensions of this space and martingale measures: some are new, and some are more
or less well known but we have been unable to find precise statements for them in the literature.
We state them in a general context, but very often we assume the following hypothesis, which is
met by the Wiener space:

Assumption B: All martingales on (9, F, (F;)i>0, P) are continuous, and the o—field Fy is P-
trivial. O

2.1 Extension of filtered spaces

We call extension of (Q,F,(F:),P) a filtered probability space (Q,F, (F);, P) constructed as
follows: starting with an auxiliary filtered space (', F', (F})) and a transition probability Q.,(dw’)
from (2, F) into (€2, F'), we set (Q,F) = (Q,F) @ (U, F'), Fr = Nes1tFs @ F, and P(dw,dw’) =
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P(dw)Q,(dw'). We also assume that each o—field F}_ is separable (this is an ad-hoc definition,
sufficient for our purposes here).

According to [7] (see Lemma (2.17)), the extension is called very good if all martingales on

(Q,F,(Fy), P) are also martingales on (2, F, (F;), P) or, equivalently, if w — Q. (A’) is F;—
measurable for every A’ € F.

A process Z on the extension is called an F—conditional martingale (resp. Gaussian process)
iff for P—almost all w the process Z(w,.) is a martingale (resp. a Gaussian process) on the space
(Y, F' (F}), Qu)- Alocally square-integrable martingale on the extension is called (F;)-localizable
if there exists a localizing sequence of stopping times (T},) relative to (Fy).

Lemma 2.1 Let M be a right—continuous adapted process on a very good extension, each M being
P-integrable. Then M is an F—-conditional martingale iff M is an (Fi)—martingale orthogonal to
all bounded (F)-martingales.

Proof. Let t < s, and U and U’ be bounded measurable functions on (Q,F;) and (€, F})
respectively, and Z be a bounded (F;)-martingale. We have

E(UU'ZMy) :/P(dw)U(w)Zs(w)/Qw(dw')U’(w’)Ms(w,w’), (2.1)

B(UU'ZM,) = / P(dw)U(w) Zy(w) / Qu(dw) U (') My (w, w'). (2.2)

If M is an F—conditional martingale, for P—almost all w we have [ Q. (dw’)U’(w")M,(w,w’) =
J Qu(dw"U' (W) My (w,w'), and the latter is F—measurable as a function of w because the extension
is very good. Using the fact that Z is a martingale on (2, F, (F;), P) we have E(UU'Z,M,) =
E(UU'ZM,), hence ZM is a martingale on the extension: then M is a martingale (take Z = 1),
orthogonal to all bounded (F;)-martingales.

Conversely assume that M is a martingale, orthogonal to all bounded (F;)-martingales. Take
a bounded Fs—measurable function V, and consider the (F;)-martingale Z; = E(V|F}), which
has Z; = V. By hypothesis the left-hand sides of (2.1) and (2.2) are equal, and in the right-hand
side of (2.2) we can replace Z; by Zs, = V because the last integral is F;—measurable in w. Then
(taking U = 1) we have for all V' as above:

[PV ) [ QunU'@)iww) = [ Pldo)V () [ Qulde V") M)

So for P—almost all w, Q,, (U'M(w, .)) = Qu(U’'M(w,.)). Because of the separability of the c—fields
F,_ and of the right-continuity of M, we have this relation P—almost surely in w, simultaneously
for all + < s and all F},_—measurable variable U’: this gives the result. a

Below (M, N) is the usual predictable bracket of the two locally square—integrable martingales
M and N, with the convention (M, N)q = E(MyNo). If M = (M%)1<,<4 is d-dimensional its
transpose is M7 and MM7T, resp. (M, M7), is the d*-dimensional process with components
M*M7 vesp. (M M7). A process Z is called (F;)-locally square-integrable if there is a localizing
sequence (T,) of (F;)-stopping times such that each Z7 ,, is integrable.

Lemma 2.2 Assume (B) and let Z be a continuous q—dimensional F —conditional Gaussian mar-
tingale on a very good extension, which moreover is (Fi)—locally square—integrable (by Lemma 1 it
is an (F;)-localizable locally square-integrable martingale, and (Z, ZT) exists).

a) There is a version of (Z, ZT) which is (F;)—predictable, hence which does not depend on w'.
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b) Z is F-conditionally centered iff E(Zy) = 0, in which case the F-conditional law of Z is
characterized by the process (Z,ZT1) (i.e., for P—almost all w, the law of Z(w,.) under Q,, depends
only on the function t — (Z,Z7)(w).

Proof. By (F;)-localization we may and will assume that Z is square-integrable. Set Fi(w) =
J Qud) Zu(w,&) and Gr(w) = [ Quld!)(ZZT) (w, o).

a) There is a P—full set A such that if w € A, under @Q,,, the process Z(w, .) is both Gaussian and
a martingale, hence it is a process with independent and centered increments: so Fy(w) = Fy(w)
and (Z,Z6')(w) — G¢(w) is a martingale. By Lemma 2.1, ZZ7 — G is an (F;)-martingale, while
Go = E(Z0Z1|F) = E(ZoZ|\Fo) = E(ZoZE) = (Z,ZT) (use the very good property of the
extension and the fact that Fy is P—trivial). Further since G is continuous (F;)-adapted it is
(F¢)-predictable, hence is a version of (Z, ZT).

b) Similarly Fy = Fy = E(Zy), so the necessary and sufficient condition is trivial. Further
it we A and Fi(w) = 0 for all ¢, the law of Z(w,.) under Q,, is characterized by the covariance
J Qu(dw')(Z: ZT)(w,w") = Gspt(w), hence the last claim. O

Lemma 2.3 Assume (B), and let Z be a continuous g—dimensional local martingale on a very good
extension, with the following: E(Zy) = 0,and Z is orthogonal to all (F;)-martingales, and (Z, ZT)
has an (Fy)-predictable version. Then Z is an F—conditional centered Gaussian martingale.

Proof. Since (Z,Z7T) is (F;)-predictable, it is (F;)-locally integrable, and as in the previous
lemma we may and will assume that Z is in fact square—integrable. Since Z is orthogonal to all
(F:)-martingales, the same is true of M := ZZT — (Z,Z7) =27 - ZT. Lemma 2.1 applied to Z
and to M shows that for P-almost all w, under @, the process Z(w,.) is a continuous martingale
with deterministic bracket (Z, ZT)(w), hence it is a Gaussian martingale, centered by Lemma 2.2-b
because E(Zy) = 0: hence the result. a

2.2 Martingale measures

1) First we recall some facts about martingale measures: see Walsh [15] for a complete account.
Let again (2, F, (F;), P) be a filtered probability space. A (finite) L?>-valued martingale measure
B on R% is a collection (B(A); : t € R, A € R?) of random variables and a sequence (T,) of
stopping times increasing to oo, such that for all n € IV:

(i) for all A € R t— B(A); is a square-integrable martingale, }

(i) for all t € IRy, A+ B(A); is a L?-valued random measure. (2:3)

The measure is called continuous if each t — B(A); is a.s. continuous. The (random) covariance
measure is

v(w;[0,4] x A x A') = (B(A), B(A"))s(w). (2.4)

In general [0,¢] x A x A" — v(w;[0,t] x A x A’) cannot be extended as a (signed) measure v(w;.)
on IR, x IR? x IRY. However, it has the following:

Property P: (i) Each process v([0,.] x A x A’) is cadlag predictable.

(i) A — v([0,1] x A x A’) is an L?-valued measure on (IR%, R%).

(iil) It is symmetric positive definite, in the sense that v((s,t] x Ax A") = v((s,t] x A’ x A) and
that for all n € IN, a; € R, A; € RY, then t +— Do1<ijon @iav([0,8] X A; X Aj) is a.s. increasing.

(iv) E[v([0,T,] x A x A)) < oo for all A € R? for some localizing sequence (T},) of stopping
times. o
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Following Walsh [15], we say that B (or v) is worthy if there is a positive random measure
n(w,.) on Ry x IR* x IR* which satisfies (P) and such that |v| << 7 (i.e., for all s <t, A, A’ € RY,
[v([0,t] x Ax A") —v([0,s] x A x A)| < n((s,t] x A x A")). In this case, there is a version of v
which extends as a (signed) measure on IR, x IR? x IRY.

If B is worthy, we can define a stochastic integral process f By = [ f(., s, x)1j0,4(s) B(ds,dx)
for every predictable function f on @ x IRy x IR? having [ f(s,z)f(s, 2")1j04(s) n(ds,dz,dz’) < oo
a.s. for all ¢t. Stochastic integrals are characterized by the fact that f x B, = B(A); if f(w,s,x) =
1a(x), that f — fx B is a.s. linear, and that f = B is a locally square—integrable martingale with

(f*B,f' «B); = /f(s,x)f(s,m’)l[o,t](s) v(ds,dz,dx’). (2.5)

Recall also that a white noise on IR, x IR? with intensity measure m (a positive o—finite
measure on Ry x IR?) is a Gaussian family of centered variables ¢ = (¢(A) : A € Ry ® RY) with
#(A) and ¢(A’) independent when AN A’ = (), and such that E[¢(A)?] = m(A). Obviously m
characterizes the law of ¢, and if m([0,] x IR?) < oo for all t, then B(A); := ¢([0,] x A) defines
an L%-valued martingale measure on IR? for the filtration F; = Ngsio(B(A), : r < 5, A € RY),
with deterministic covariance measure v([0,¢] x A x A") = m([0,t] x (AN A’)). In this case v is
worthy.

2) Consider now a very good extension (Q,F, (F;), P) of (0, F,(F;), P). By definition an F-
conditional Gaussian measure is an L?-valued martingale measure on the extension, such that
each finite family (B(A41),---,B(A4,))) is an F—conditional Gaussian process. Further, it is an F—
conditional centered Gaussian measure if moreover each B(A) is also an F—conditional centered
martingale.

Proposition 2.4 Let B be an F—conditional Gaussian measure on a very good extension.

a) There is a unique decomposition B = B'+ B”, where B’ is an L?-valued martingale measure
on (0, F,(Ft),P) and B" is an F-conditional centered Gaussian measure. The corresponding
covariance measures v, V', V" have v =1v" + v".

b) Under (B), there is a version of v which does not depend on ', and the F—conditional law
of B is characterized by B’ and v (or v").

Proof. Using (2.3)-(i), by (F¢)-localization we may and will assume that each B(A) belongs to
the space H of all square-integrable martingales on the space (Q, F, (F;), P), which we endow

with the Hilbert norm ||M||? = E(M2). Let H? be the closed subspace of all elements of H’ that
are martingales on (Q, F, (Fy), P).

a) Call B’(A) the orthogonal projection of B(A) in ﬁz, on H2. Since M + M, is continuous

from H_ into L2(P), the collection B’ = (B'(A); : t > 0,A € R?) is an L?> valued measure
martingale on (Q, F, (F;), P). Set B” = B — B’, which is an L?-valued measure martingale on
(Q, F,(F:), P), and also clearly an F—conditional Gaussian measure. Since B”(A) is orthogonal to
H?, Lemma 2.1 yields that it is an F-conditional martingale. Further B’(A)q = P(B(A)o|Fo) =
E(B(A)o|F) since we have a very good extension. Then E[B”(A)g] = 0, and it follows from

Lemma 2.2 that B" is an F-conditional centered Gaussian measure.

We have thus a decomposition B = B’ + B”. Now, for any such decomposition B”(A) is
orthogonal to H?* by Lemma 2.1, while B'(A) € H?, hence uniqueness. The orthogonality of any
B’(A) with any B”(A’) readily yields v = v/ + v".

b) Since v is (F:)-predictable in the sense of P-(i) and since a version of v is given by
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V'([0,] x Ax A') = [ Qu(dw') (B (A)B}'(A"))(w,w’) (see the proof of Lemma 2.2), we see that v
does not depend on w’. The second claim follows from Lemma 2.2-b. O

Proposition 2.5 Let v = (v(w;[0,t] x Ax A') : t > 0,A, A’ € RY) satisfy (P) and be worthy.
There is an F—conditional centered Gaussian measure on a very good extension of (0, F,(Fy), P),
having v for covariance measure.

Proof. Let £ be a countable algebra generating the Borel o—field R%. Set ¥ = W*X‘s, with the
“canonical process” B’ = (B'(A); : t €Q+,A € €), and F; = Ngs0(B'(A), : 7 < 5,A € €) and
F = Viso Fi. Then F' and all F,_ are separable. Using (P-iii) we see that there is a unique
probability measure @, on (€', F') under which B’ is a centered Gaussian process with covariance
QuIB'(A)B'(A)] = v(w;[0,t As] x A x A"). Further, (P-i) implies that Q,(dw’) is a transition
probability from (2, F) into (', F"), and also from (£, F;) into (€', F}) for all t. Therefore the
extension (Q,F, (F¢), P) of (Q, F, (F;), P) based upon (', F', (F}),Qu) (see §2.1) is very good.

Under @Q,,, the process (B'(A);)ieq is also a martingale along @ ; hence if we set B”(A4), =
limsup,eg o515t B'(A)s we obtain a process B”(A) indexed by IR, which is again a centered
Gaussian martingale under each Q. Further (P-iv) yields P(B”(A)?) < oo, hence by Lemma 2.1,
for each A € &, (B"(A)r,t)t>0 is a square-integrable martingale on the extension.

Now we use the existence of a positive random measure 7 having (P) and dominating v: if
A, € & decreases to 0, then E(B”(An)%p/\t) < En([0,T;] x Ap, x A,)] — 0 as n — oo. Thus
A+ B"(A)7,n is an L?—valued measure on (IR, €). At this point we can repeat the argument of
Walsh [15] to the effect of constructing B(A) for A € R¢ as the stochastic integral of the function
14 wr.t. the martingale measure B” on (IR% E). The family B = (B(A), : t > 0,A € R%)
constructed in this way clearly satisfies (2.3), and B(A) = B"(A) it A€ €.

Moreover if A € R? there is a sequence A, € £ with B"(Ap)r,ae — B(A)pyae in L2(P): we
deduce first that (2.4) holds if A € R% and A’ € &, and repeating the same argument and using
the symmetry in (P)-(iii) gives (2.4) for all A, A’ € R?, that is v is the covariance measure of
B; we deduce next that, since each B"”(A,,) is orthogonal to all (F;)-martingales by Lemma 2.1,
the same is true of B(A) and therefore by Lemma 2.1 again B(A) is an F-conditional martingale.
Furthermore by taking a subsequence we can even suppose that the convergence B”(A,); — B(A);
holds P-a.s. for all + > 0, hence Q,—a.s. for P-almost all w: since (B”(AL),..., B"(AP)) is a
centered Gaussian process under @, for A% € &, it follows that (B(AL),...,B(AP)) is also a
centered Gaussian process under Q,, for P-almost all w, if A% € R?. Hence (B(A'),..., B(AP))
is an F-conditional centered Gaussian martingale for all A* € R%, and we are finished. |

Proposition 2.6 Assume (B), and let B be a worthy F—conditional centered Gaussian measure on
a very good extension, with covariance measure v (not depending on w'). Let f: Qx IRy x R —
IR? be predictable and integrable w.r.t. B. Then f x B is an F-conditional centered Gaussian
martingale, orthogonal to all (Fi)-martingales, and its F—conditional law is determined by its
bracket which does not depend on w'):

(f*xB, fT«B); = /f(s,x)fT(s,x')l[o’t] (s) v(ds,dz,dx’). (2.6)

Proof. All claims are obvious when f(w,t,z) = (14,(),...,14,(x)) (use Lemma 2.2 for the last
property), and follow by linearity for all “simple” functions.

In the general case the bracket is given by (2.6) (see (2.5)) and thus by (F;)-localization we
can and will assume that f x B is square-integrable. There is a sequence (fn) of simple functions
such that f,* By — f*B; P-a.s. and in L?(P) for all . Then repeating the final argument of the



limit of random measures 9

previous proof, we obtain that f* B is an F—conditional centered Gaussian martingale, orthogonal
to all (F;)-martingales. The last claim again comes from Lemma 2.2. a

Remarks: 1) An F—conditional Gaussian measure is not a Gaussian measure, unless its covariance
measure v is deterministic.

2) If B is an F-conditional centered Gaussian measure, it is not true in general that for P-
almost all w, B(w,.) is a Gaussian martingale measure on (', F', (F}), Q. ). However, when this
is true, in Proposition 2.6 f * B(w,.) is also the “Wiener” integral of the deterministic function
(s,2) = f(w,s,2)194(s) w.r.t. the Gaussian measure B(w,.), relative to Q.. |

3 The main result

1) In the rest of the paper (Q,F,(F;), P) is the d-dimensional btandard Wiener space, with the
canonical process W. Recall that p = ./\/(O,Id). We write p(f) = [ f(z)p(dz), and p(zla) =
[ z1a(z)p(dz), and p(fi)(w) = [ f(w,t,z)p(dz), ete...

In order to define the tangent martingale measure, we need the following Lemma, which will
be proved in Section 4:

Lemma 3.1 Assume (A1) and (A2). Let \ be the Lebesgue measure on IRy, and p®c be the
absolutely continuous part of p w.r.t. X. There are two nonnegative predictable processes 0, 6*
such that

pe(.) = [ods. w(o.) = [ oas (3.1)
032 < 0,. (3.2)

Definition 1: A tangent measure to W along the sequence (7,) satisfying (A1) and (A2) is an
F-conditional Gaussian measure B on IR?, defined on a very good extension (2, F, (F¢), P) of the
filtered space (€, F, (F), P), such that E(B(A)o) = 0 for all A € RY, that

(W, B(A))r = p(ala) p*([0,]) (3.3)

for all A € R?, and having the covariance measure
v([0,¢] x Ax A") = (p(ANA') = p(A)p(A")) p([0,]). (3.4)
O

The following provides an equivalent definition for a tangent measure, and proves that it exists
and is “essentially” unique in the sense that its F—conditional law is uniquely determined (by
application of Proposition 2.4).

Proposition 3.2 a) B is a tangent measure iff it is an F—-conditional Gaussian measure whose
decomposition B = B’ + B" of Proposition 2.4 has, with V"' covariance measure of B":

B'(A) = p(z"14) 0" - W, (3-5)
V([0,8] x Ax A) = (p(ANA") = p(A)p(A")) u([0,1]) — p(z" La)p(1a) /0 0:%ds. (3.6)

b) There exists a tangent measure, and all of them are worthy.,
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Proof. a) Let B = B’ + B” be the decomposition of the tangent measure B. Then B’(A) is
a local martingale on (2, F, (F;), P), hence B'(A) = ol - W for some predictable d-dimensional
process «, while B”(A) is orthogonal to W: thus (W, B'(A)) = (W, B(A4)), and (3.1) and (3.3) yield
ar = p(x14)0F for Aalmost all ¢ and (3.5) follows. The covariance measure v/ of B’ is trivially
given by the last term in (3.6) (with the + sign), so v = v/ + "/ gives (3.6).

Conversely assume (3.5) and (3.6). Again (W, B'(A)) = (W, B(A)), hence (3.4) holds, and
(3.3) follows from (3.6) and v = v/ + v".

b) The formula (3.5) clearly defines an L?-valued martingale measure on (2, F, (F), P) (0*
is integrable w.r.t. W by (3.1) and (3.2)). We apply Proposition 2.5 to obtain an F—conditionally
centered Gaussian measure B” on a very good extension, with covariance measure v’ given by
(3.6): for this we need to show that v satisfies (P) and is worthy. Recalling that every cadlag
adapted process on the Wiener space is predictable, we have (P-i), while (P-ii) and the symmetry
in (P-iii) are obvious. We have (P-iv) because the increasing predictable process p([0, <]) is locally
bounded. If 4; € R%, a; € R, and f =3, ;.. aila, and p* = pu — p®, (3.6) yields

S aiagr (0,8 x A x A7) = (p(f2) — p(f)?) 1 ((0,)
+ / (0u(0(£2) = p(£)) — 022p(aT Pp(af)) ds.  (3.7)

Observe that the orthogonal projection in L?(p) of the function f on the linear space spanned
by the orthogonal vectors (1,z1,...,2q) is g = p(f) + > <;cq Tip(xif), hence p(f?) — p(f)? —
p(xT fp(zf) = p(f?)—p(g?) > 0. Taking (3.2) into account, we deduce that (3.7) is non-decreasing
in ¢ and thus (P-iii) holds. For the worthyness, we observe that |v”| < 21, where 7 is the positive
random measure having 7([0,¢] x A x A") = (p(ANA") — p(A)p(A")) 1([0,¢t]). That n satisfies (P)
is obvious.

At this point we have the existence of B”, and B = B’ 4+ B” has all properties of (a). Then B
is a tangent measure, and its covariance measure v is given by (3.4) and has |v| < 7, hence it is
worthy. |

If g satisfies (K), then [ g7 (s, x)g(s,2")1j0,¢](s)n(ds,dz,dz’) < oo (with 1 as in the previous
proof), hence g is integrable w.r.t. B and the brackets are:

(g Bog” < B)i = [ (plaua) = pla)p(a]) o) (s)u(ds). (3.8)
Note also that
g*B' = (p(gzT)o*) - W, (g« B",WT), = / (p(gsxT)Gz) ds (3.9)

(approximate g by simple functions, or use the characterization (2.5) of stochastic integrals), and,

(gxB",g" xB"), =/(p(gsgf)—p(gs)p(gf))1[o,t}(8)u(d8)—/(p(gsxT)p(wgsT)9§2) ds. (3.10)

In view of Proposition 2.6, this implies that the F-conditional law of g+ B is determined by g * B’
and either (3.8) or (3.10).

2) Before stating the main result, we should recall what stable convergence means. This notion
was introduced by Renyi [13]; see also Aldous and Eagleson [1], or [9] §VIII-5-c for a complete
account. Let Y;, be a sequence of random variables on (2, F, P), taking values in a metric space
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E, and let Y be an E-valued variable defined on an extension (Q, F, P). We say that Y;, converges
stably in law to Y if -
E(Zf(Yn) — E(Zf(Y)) (3.11)

for every continuous bounded function f on E and every bounded measurable function Z on (Q, F).
This implies the convergence in law of Y,, to Y.

Consider also the following subset I of IR, whose complement is at most countable:

I={t>0:u({t}) =0 P-as.). (3.12)

Theorem 3.3 Assume (A1) and (A2), and let B be a tangent measure to W along the sequence
(Tr). Let g satisfy (K), and U™(g) be given by (1.4).

a) If i has a.s. no atom, the processes U™(g) converge stably in law (for the Skorokhod topology)
to gx B.

b) For all t1,...,t, in I, the variables U} (g),..., Ut (g)) converge stably in law to (g *
Bt17~-~,g*Bt,,)-

Remark 2: When p has no atom, Lemma 2.2 applied to Z = gx B” shows that for P—almost all
w, the process Z(w,.) is Q,—a.s. continuous. Then g x B is a.s. continuous (since g x B’ is clearly
so; in fact B is a continuous martingale measure). If ;4 has atoms, then g x B jumps at each time
the bracket (3.8) jumps; now, by (1.4) and since §,, — 0, the jumps of U™(g) tend uniformly to 0,
so we cannot have convergence in law of U™(g) to g * B in the Skorokhod sense. |

Remark 3: In case yp = p* = A, Theorem 1.1 is a part of Theorem 3.3 (a part only, because the
statement in Theorem 1.1 does not completely characterizes the random measure B). In this case
v is “continuous in time” and deterministic, so B is a centered Gaussian measure, whose law is
determined by v. Now, if one starts with a white noise B on IRy x IR? with intensity measure
dt ® p(dx), a simple conditioning on Gaussian random vectors shows that, conditionally on having
E([O, t] x IR?) = 0 for all ¢, the covariance of B is given by (3.3) with u = A. Further the bracket
(3.10) for g(w,t,x) = x is null because p = p* = A, and (3.9) gives z * B’ = W, hence x x B =W:
that is, B satisfies all requirements of Theorem 1.1.

More generally, when 8* = 1 then B”(w,.) is under @), a white noise with intensity measure
wlw, dt) @ p(dx), conditioned on 1% B”(w) = 0 and zx B”(w) = 0. When 6* = 0 it is a white noise
with the same intensity measure, conditioned on 1 x B”(w) = 0.

4 Discretization schemes

In all this section we are given a sequence (7 ,,) satisfying (A1) and (A2).

Proof of Lemma 3.1. a) We will first prove that a.s., for all s < ¢:

W (5,8]) < VE=5 /(s 1])- (4.1)

To this effect, up to taking a subsequence, we may assume that for all fixed w outside a null set
we have p, — p and pf — p* weakly. Since A(n,i) <t if S(n,i) <t, we have

w0 = Y VAmi,

i:s<S(n,i)<t

Vont + > A(n, )6,

i:s<S(n,i—1),S(n,i)<t

IN
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1/2 1/2
< Vout+ >oooa, > A(n, i)
1:5<S(n,i—1)<t i:s<S(n,i—1),S(n,i)<t
< i+ V(D) Vi,

Since §,, — 0, and p*((s,t)) < liminf, p}((s,t)) and limsup,, un ([s,t]) < p([s, t]), we get p*((s,t)) <
Vit —s v/pu([s,t]). This implies first that p* has no atom, and secondly that (4.1) holds.

b) Let N = A+ pu, so that A = a- X and p = 8- X for two nonnegative predictable processes «,
B with a+ § =1 (recall that all adapted cadlag processes on the Wiener space are predictable).
By applying the martingale construction of Radon-Nikodym derivatives, we deduce from (4.1) that
1* has the form p* = v -\ for some v satisfying v < v/af.

First 1(as0y - A = ((1/)1fa>0y) - A. Then pu® = ((B/a)l{a>0}) - A, that is a version of 6 in
(3.1) is § = (B/a)l{a>0}. Next, since a = 0 implies v = 0 we get u* = ((7/a)l{a>0}) - A, hence a
version of 0% is 0* = (y/a)l{as0p. Since v < af, (3.2) readily follows. a

2) Next, we show that it is not a restriction to suppose, in addition to (A1) and (A2), the following:

Assumption A3: All stopping times of the schemes 7, are finite-—valued, and the total mass of
w1 is infinite. a

Indeed, we wish to prove results of the form (3.11) with Y;, = U™(g) and f being continuous
for the Skorokhod topology. As is well know, for this it is enough to consider functions f that
depend only on the restriction of the path of the process to any finite interval. That is, we really
have to consider the processes U™(g) on (arbitrary) finite intervals.

So fix T' € I (see (3.12)) and define a new scheme 77, as follows: Replace the times T'(n,i) > T
by the times T + jd,, for j € IN, and re—order so as to obtain a new strictly increasing sequence
T’(n, i) of stopping times, then set

A(n,i) N(T — T(n, 1)) if T(nyi—1)<T
A(n,i) =
On otherwise.
This defines new schemes 77, = (T"(n,4), A’(n,4) : i > 1) which satisfy (A1). The measures !, and
ul* associated with 77, by (1.6) ad (1.7) coincide with p,, and g% on [0,7T), and the three measures
Wos gt and 8, .o Er44s, coincide on (7', 00). Since T € I, the sequence (77,) satisfies (A2)
with p1/ = 1jo,7) - o+ Li1,00) - A and g™ = 1jg 7y - £* +1i1,00) - A, hence (A3) as well. Further, it follows
that the F-conditional distributions of the restriction to [0, 7] x IR? of the tangent measures along
(T,) and (7),) coincide.

Now the processes U (g) associated with 77, by (1.4) have U (g) = U™(g) on [0,T). Then
if we can prove Theorem 3.3 for (77,), and since T is arbitrary large, we deduce Theorem 3.3 for
(T).

Thus it is no restriction to assume (A3), in addition to (A1) and (A2).

3) As stated in Remark 2, we do not have functional convergence of the U™ (g)’s when p has atoms.
And even if g has no atom we have problems in proving the stable convergence if the support of u
has “holes”. To solve these problems, we add fictitious point to fill in the holes, and also change
time to “smooth” out the atoms of . This amounts to modify the limiting measures p and p*
according to the following.

For any right-continuous non-decreasing function F: IR, — IR we call F~! its right-continuous
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inverse (taking values in IR, again). We write F(c00) = lim;_, F(t). Let D be the (random) topo-
logical support of i, and set

F(t) = p([0,]), Fx(t) = p*([0,1]) } @2
F'(t) = F(t) + [; 1pe(s)ds, F"(t) =inf(s > 0: s+ F'~1(s) > t).

O(t) =t — F"(t), A={t: ®(t+e)>d(t) Ve > 0},

R(t) = F(®(t)) +t—u;,  where u, =inf(s>t: s € A), (4.3)

R*(t) = F*(3(t)).

Lemma 4.1 a) Each ®(t) is an (F;)—stopping time, and the processes ®, R, R* are continuous,
non-decreasing, adapted to the filtration (Fg))i>0, and R(co) = ®(00) = co.

b) There are (F () predictable processes ¢, ¥, * such that a.s.

O(t) = /0 o(s)ds, R(t) = /o Y(s)ds, R*(t) = /0 P*(s)ds, (4.4)
0<¢<ls, lac<ep<1,  0<9* < /ou. (4.5)

Proof. i) As said before, F” and F"~! are continuous and strictly increasing, and F” (t)—F"(s) <
t — s is obvious when s < ¢, hence 0 < ®(¢t) — ®(s) < t — s: therefore ® has the form (4.4), with
0 < ¢ < 14. Further

{O(t) < s} ={F"(t) >t—s} ={t >t—s+F " (t—s)} = {F*(t—s) <s} = {F'(s) <t—s} € F,

because F' is (F;)-adapted. This yields that ®(co) = oo and that ®(¢) is an (F;)-stopping time
for each t, hence ® is (F®(t))-predictable (recall that ® is continuous) and there is an (Fgs))-
predictable version of ¢ as well.

ii) The following chain of equivalences is obvious: F'(r—) < v < F'(r) & r = F/7l(v) &
F''(v) =v+r < F'(v+r) = v & ®(v+7r) =r. Further F’ is strictly increasing, and
F'(r)—F'(r—) = F(r)— F(r—). Therefore if u}, = sup(s < t:s € A) (with sup() = 0), we readily
deduce from (4.3) that

R(t) = F(®(t)=) + 1t — uj, F(@(t)—) < R(t) < F(2(1)), }

(4.6)
uy = ®(t) + F'(D(1)), up = ®(t) + F'(D(t)—).

Therefore R is non-decreasing, and R(co) = oo because ®(00) = 0o, and F(oco) = o0) by (A3),
and R is linear with slope 1 on each interval [u}, u;]. If s < ¢ and us < uj, we also have by (4.6):

R(u) = R(us) = F(2(t)-) = F(®(s))
< F(®()—)— F'(P(s)) = up —P(t) —us + P(s) < ujp —us

and it follows that R(t)—R(s) < t—s, whereas R(t)—R(s) = t—s is obvious when (s, t) C A°. Hence
R has the form (4.4) with ¢ satisfying 14 < ¢ < 1. Further {u; > s} = {®(s) = ®(t)} € Fap),
hence w; is Fg(y)-measurable. Since F' and F* are (F)-adapted and right-continuous, F'(®(t))
and F*(®(t)) are F ) —measurable, and thus R and R* are (Fg(+))-adapted. Therefore we can
choose a version of 1 that is (Fg(;))— predictable.

ili) By definition of R* we deduce from (4.1) and (4.6) that a.s.

V(1) — (s) VF(2(t)-) — F(®(s))
V(1) — (s) VR(t) - R(s).

0 < R*(t) — R*(s)

[VARRVAN
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Exactly as in the proof of Lemma 3.1, we get (4.4) for R* with ¢* < /¢, and ¢* can be chosen
(Fa(t))-predictable because R* is (Fg(4))-adapted. m

Lemma 4.2 There exists an (F;)—predictable set B such that the processes 8 and 6* in (3.1) have
for A—almost all t:

Y(t)1p(R(1) = o(t)a), V() = G(t)05 ) (4.7)

Proof. a) (4.3) and (4.4) give focb(t) O%ds = fg ¥*(s)ds, and Lebesgue derivation Theorem yields
the second property (4.7).

b) Observe that
/ ho®(r) ¥(r) dr :/ h(r) w(dr) (4.8)
0 [0,2(8)]

is true for h = 1 ,) (it then reduces to R(us A ®~*(v)) = F(®(t) /\ v), which holds by (4.3) because
us \ @~ 1(v) belongs to A), hence for all bounded Borel function h.

Recall that p® = p — p*°. Since F' is predictable, there is a predictable set B which supports
1% and is not charged by p®. In particular 1p - p = p% = 0 - A. Further p°(B) = 0 implies that
lpo®(r) =1po®(t) =0if t <r < wu and t < uy, because then F[®(t)—) < F(®(¢t)) by (4.6).
Then applying (4.8) with h = 1g gives

t o(t)
/0 1(®(s)) 1(s) ds:/[07¢(t)] 1s(r) ,u(dr):/o 6, ds,

and Lebesgue derivation Theorem again implies the first part of (4.7). m|

4) Now we introduce a time-change. Set
S(t)y=R"'(t), T(t)=SoF(t). (4.9)

BEach S(t) is a finite-valued (Fg(4))-stopping time, because R(co) = co and R is adapted to the
filtration (Fg(4)). Further,

Lemma 4.3 Each 7(t) is a finite-valued (Fg(y))-stopping time given by the following formula,
where t1 = inf(v > t: F(v) > F(t)).

Ot if F) = Flty)
=9
d1(t,

‘ (4.10)
o) if Pt < F(t).

Proof. Set s = 7(t). First R(s) = F(¢), hence F(®(s)—) < F(t) by (4.6), hence ®(s) < t,.
Second, for € > 0 we have R(s+¢) > F(t), hence F(t) < F(®(s+¢)) by (4.6), hence t < ®(s+¢)
and by continuity of ® we get t. < ®(s). Now, this and (4.6) imply F(¢t) = R(s) = F(ty) + s — us;
if F(t) = F(ty) this yields s = u, = ®~!(¢); otherwise F(t) = F(t,—), hence s = u, = ®~1(¢t, —).
Thus (4.10) is proved.

For every (F;)-stopping time T, we have {®~1(T) < r} = {T < ®(r)} € Fop(,) and {&~H(T—) <
r} = {T < ®(r)} € Fa(), hence both ®~H(T) and &~ (T—) are (Fgp(y))-stopping times. The
stopping time property of 7(¢) follows, because by (4.10) 7(t) = @Y T)A\N Y (T'—) if T = ¢,
(resp. 00) and T = oo (resp. t4) if F(t) = F(ty) (resp. F(t) < F(t4)). m
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Lemma 4.4 Let k be a locally bounded (F¢)-predictable process and W{ = Wy ). Then

(1)
/ ko ®(r) ¥(r) dr :/ k(r) p(dr), (4.11)
0 [0,¢]
(1)
/ (kl{psoy) 0 @(r) o(r) dW; :/ (klgo>0y)(r) dW,, (4.12)
0 (0,2]

The process (kligsoy) o ® is (Fa(r)) predictable and 7(t) is an (Fe))-stopping time, hence the
first stochastic integral in (4.12) is meaningful.

Proof. a) We use (4.10): if F/(t) = F(ty) then 7(t) = u,) and ®(7(t)) =t hence (4.11) follows
from (4.8) because p((t,4]) = 0. Suppose now F(t) < F(ty). Then 7(t) = u] ) and ®(7(t)) = t4
again, and ¢ = 1 on (u’T(t),uT(t)) by (4.5), so by (4.8):

T(t) u.,.(t)
/ ko®(r) (r) dr = / ko®(r) ¢(r) dr — ko ®(7(t)) (urry — u’T(t))
0 0

= [ k) ldr) = Keu(()) = [ k) wlan)
[0,t4] [0,¢]
b) Set M| = fg(k1{9>0}) o ®(r) Y(r) dW/ and M; = fg(k1{9>0})(r) dW,.. The process ® is a
continuous time-change, hence My = Mg ) a.s. for all ¢ (see e.g. Chapter 10 of [7]). In particular
;(t) = My, because ®(7(t)) =t . If t; =t this gives (4.12). If t < ¢, we have § =0 M-a.s. on
[t,t4], hence M, = M, and (4.12) holds also in this case. O

5) In fact, ®, R and R* appear in the limiting behavior of some denser discretization schemes that
are associated to the original ones as follows. We still assume (A1), (A2) and (A3).

First set D§(w) = {z € [0,¢] : d(z,D(w)) > €} (recall that D is the topological support of ).
Since u(D5) = 0 and Dy is closed, A2 yields u,(D$) — 0 for all t. There is an increasing sequence
n, T oo with n > n, = P(un(Dzl,/p) > 1/p) < 1/p, and thus p,, = sup(p : n, < n) has:

1
Pn T 00, P(ﬂwz(Dgly{Lpn) >1/pp) < —. (4.13)

n

Next we set o, = (8,,1/Dn) /A VOn, which is a sequence satisfying
an — 0, On/cty — 0, Qp [0npn — 0. (4.14)

The idea of what follows is such: we first suppress the points T'(n, ) for which A(n,4) > a;, and
(4.14) ensures that we still keep (A2). Next we add subdivision points in the complement D¢ of
D, spaced by d,, (so the corresponding “empirical” measure goes to Lebesgue measure on D¢ ) and
distant from the initial subdivision points by «, (which is small, yet “much bigger” than 4,, by
(4.14)). Then we change time by substituting 7" (n,4) with 4, for the ith new subdivision point
T’(n,i). Since we must preserve some “stopping time” properties and keep track of the S(n,i)’s
as well, things are a bit complicated. We do this step by step.

Step 1: Deleting points. We set

Jp={i € IN: A(n,i) < an}, J, = IN\J,, C(n)={T(n,i): i € Jp}, (4.15)
Vp = 5n Z ET(n,i)> V;, = Z V A(n,z)én €T (n,i)» (416)
i€y i€Jn

S(n,t)={ie IN: S(n,i) <t} (4.17)
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Lemma 4.5 We have
8 card(J, N X(n,t)) < td,/a, — 0, (4.18)

Un P, I, v 2 . (4.19)

Proof. Since } ;.5 (, ) A(n,i) <t we have card(Jy, NX(n,t)) < t/a, and (4.18) follows from
(4.14). Next, set Uy, = 0n ) ;c; E5(n) and Uy = > ;7 VA(1,1)0, £5(ns)- We have Dy, < 1, and
vt < pik. Also (py,—0,)([0,8]) = Spcard(JLNE(n, 1)) and (uh—vy,)*([0,8]) = /6, card(J), N X(n,t))
by Cauchy—Schwarz inequality. Thus (A2) and (4.18) give us 7, £, wand U £, ur.

Now for all ¢ € J,, we have A(n,i) < au,, hence 0 < S(n,i) — T'(n,4) < an, thus v, (f) — Un(f)

and v} (f) — Ux(f) tend to 0 in probability for every continuous function f with compact support,
and (4.19) follows. a

Step 2: Adding points. Now we set

C(n,i) ={T(n,i) + an +j0n: j€IN}N[0,T(n,i+ 1)) N D°.

For n fixed, these sets are pairwise disjoint (some or even all may be empty), and also disjoint
from C(n). Set also

C"(n) = U C(n,1), C’'(n) =C(n)uC”(n).
ieIN
C’(n) is an optional locally finite random set. We define a strictly increasing sequence of stopping
times and a random measure by

T'(n,0) =0, T'(n,i+1)=inf(teC'(n): t>T (n,i)) }
(4.20)

[y, = On ZiZO €T (n,i)-

Lemma 4.6 We have pl, £, w', where the measure p' is such that (/' ([0,t]) = F'(t), as given by
(4.2).

Proof. Up to taking a subsequence we may assume that > 1/p, < oo and that outside a P—null
set (recall (4.13), (A2) and (4.19)):

Up — by U — fin(DL/P7) < 1/p, for n large enough. (4.21)

We set @1, = 6"LZSEC’(TL) gs and & = 1pe - A\. Then y/ = p + @ and, since C(n) N C"(n) = 0,
we have p!, = v, + @, so if we prove i, — [ for all w having (4.21) then u, — p’ for those w,
and the result will obtain. Hence below we fix an w having (4.21).

Intervals between successive points in C”'(n) have length not smaller than §,, so &, ([s,t]) <
t — s+ d,. Since §, — 0 we deduce that the sequence (f,,) is relatively compact for the vague
topology and all limit points are smaller than A\. Remembering that w is fixed, it is then enough
to show that if a subsequence still denoted by (f,,) converges to a limit @', then @’ = 7.

Let (U,V) be an interval contiguous to D and fix t € IRy and ¢ < (V — U)/2. The set
C"(n)N (U, V)NJ0,t] is a finite set whose points are equally spaced by d,,, except for gaps of length
smaller than 6, + a;, around all points T'(n,7) in (U, V) N[0, t]. Hence if N,, denotes the number of
points T'(n,¢) within (U +¢,V —e) N[0, ], the number of points in C”(n) N (U +¢,V —e)N|0,1] is
bigger than (V A t—U A t—2e—N,(dp+an)) /0. Finally since S(n,i) < T'(n,i+1) < S(n,i+1), the
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last statement in (4.21) shows that for n large enough we have p,, > t\/(1/¢) and N,, < 14+1/6,,pn,
hence
I,([U+e,V—eln0,4) >V N\t —U Nt =2 — (141/6,pn) (0 + an).

Since 7'([U + ¢,V —¢]N|0,t]) > limsup, &, ([U + ¢,V —e] N [0,t]) we deduce from (4.14) and the
above that @' ([U + &,V —e] N [0,t]) > V At — U At, which equals z((U,V) N [0,t]). Since & is
supported by D¢, it follows that @’ > 7.

Finally 7, (D) = 0 by construction, hence if D° is the (possibly empty) interior of D we have
7' (D°) = 0 because Ji,, — ’. Since the Lebesgue measure of a closed set with empty interior is
null and 7@’ < X, we deduce that @' (D\D°) = 0, hence 7'(D) = 0, hence i’ < fi because i’ < A
and 7z = A on the complement of D. Therefore i’ = i and the proof is finished. |

Step 3: Changing time. Set

Al ={ie IN: 3j € J, such that T"(n,i) = T(n,j)} (4.22)
A(n,i) = A(n,j), S'(n,i)=S(n,j) ifie A, and T'(n,i) = T(n,j), '
T"(n,i) = T'(n,i) + i0p, and S”(n,i) = 8"(n,i)+ (i +1)6, ifie Al. (4.23)
If j € J, we have C'(n) N (T(n,7),S(n,j)] = 0. Therefore,
if i € A), then S’(n,i) <T'(n,i+1) and S"(n,i) <T"(n,i+ 1), (4.24)
if further S’(n,i) = T"(n,i + 1) then S”(n,i) = T"(n,i + 1). ’

The locally finite set U(n) = {T"(n,i) : t € IN} U {S’(n,q) : i € Al } is re-ordered through the
following strictly increasing sequence of stopping times:

R'(n,0) =0, R'(n,i+1) =inf(t > R'(n,i): t € U(n)). (4.25)
Then we set
7" (n, j) if R'(n,i) =T'(n, j)
R"(n,i) = (4.26)
S"(n, 7) if R'(n,i) =5"(n,j) and j € A,

(it is possible that R'(n,i) = S'(n,j) = T'(n,j + 1), but by (4.24) there is no ambiguity above),
and

Ap, = {i € IN : there is a (unique) j € A}, with R'(n,i) = T"(n, j),

V(n,i) = R'(n,i + 1) — R'(n, 1), } (20
n,t)={ie IN: R'(n,i+1) <t}
o(n,t)={i€ A+ R'(n,i+1)<t} (4.28)

B, (t) = R'(n,i+1) if R'(n,i)<t<R'(n,i+1).

Step 4: Measurability properties. We have the following:

Lemma 4.7 a) We have {i € A, } € Fri(n) and, in restriction to the set {i € Ay}, the variables
R'(n,i+1) and R"(n,i+ 1) are F gy, ;) ~measurable.

b) Each ®,(t) is an (F;)-stopping time; we set F} = Fg, -

¢) BEach R"(n, i) is an (F}')-stopping time, and F 'y, 1y = F rr(n,it1) @nd F o (n iy~ = F R/ (ni)
(Fo_ is the trivial o—field, by convention).
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Proof. a) It is enough to use (Al) and to observe that
{ie A} n{R' (n,i+1) >t} = Ujew{R (n,i) =T(n,j), t —T(n,j) < A(n,j) < an},
{ie A} n{R" (n,i+1) >t} =Ujew{R (n,i) =T(n,j), t—=T(n,j) — (j+ 1) < A(n,5) < an}.
b) By definition of ®,,(¢),
{®,(t) < s} = Ujen DI, D ={R'(n,i+1)<s, R'(n,i)<t<R'(n,i+1)}.

The sets DIN{i € A, } and D’N{i+1 € A,} arein F, by (a). Theset D*N{i ¢ A, }N{i+1 ¢ A,}
is the union for all k € IN of the sets {R/'(n,i+1) = S(n,k+1) <s, R'(n,i) = S(n, k), A(n, k) <
an, A(n,k) <t—T(n,k)—(k+1)0n, t—T(n,k+1)— (k+2)5, < A(n,k+1) < a,}, also in Fy
by (A1) and the fact that R'(n,i+ 1) is a stopping time, hence the claim.

¢) By definition of ®,, again, AN {R"(n,i) <t} = ANn{R'(n,i+1) < ®,(t)}. Then if
A€ Frin,iy we get AN{R"(n,i) <t} € Fg, ) = Fi: hence R"(n,i) is an (F}')-stopping time
(take A = Q) and Fri(nit1) C Fgr(n,q)- The opposite inclusion Fru(, ;) C Fri(n,it1) follows
from @, (R"(n,i)) = R'(n,i+ 1) and from Lemma (10.5) of [7]. Hence F'(,, sy = F i (n,it1)-

The last claim is obvious if i = 0, so let 4 > 1. Since R"(n,i — 1) < R"(n,i) and F(, ;1) =
Fri(ni) we get Fryg sy C Fro(ni—. Conversely Fr.(, ;_ is generated by the sets AN {t <
R"(n,i)} for t > 0 and A € F}'; then AN{t < R"(n,i)} = AN{P,(t) < R'(n,i)} is Fri(ni)~
measurable, hence F'pr(, y— C FRri(n,i)- O

Step 5: Limiting results. The following (with ®, ¢, ¥* as in (4.4)) will be crucial for the proof of
the main theorems:

Lemma 4.8 The following convergences, where f denotes a bounded continuous function, hold in
probability uniformly on compact subsets of IR, :

D,(t) — P(t), (4.29)

b Y SR D) = [0l fo(s) ds (4.30)

i€o(n,t)

S V)0, (R (n,i) — /Ow*(s) Fod(s) ds. (4.31)

i€o(n,t)

Proof. a) For (4.30) and (4.31) it suffices to consider nonnegative functions. Hence all processes
above are increasing, and in addition the limiting processes are continuous: it is then enough to
prove the convergence in probability for each ¢ > 0. Up to taking subsequences, we can assume
that in A2 and in Lemmas 4.5 and 4.6 the convergences hold a.s. So we fix w such that v, — u,
Hy — pand vy — g

b) Consider the following measures on IR, (recall that A’(n,i) is well defined if i € Al: see

(4.22)):
,U:; =0n Z ET (n,i) >
i>0

Tn = 0n Z ETV(nyi) 5 T, = Z VA (1,9)00 e (ni) 5

i€A], 1€Al
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and denote by F,, , F*, F! F! R, and R}, the repartition functions of v, v, u,, p', ry,, and 7},
respectively.
c) ul, — p gives F!(t) — F'(t) for all t having F'(t) = F'(t—). Since F'~! is continuous it
follows that
F/=' — F'7! Jlocally uniformly. (4.32)

Next, if t,, denotes the integer part of t/d,,, we have
FyH ) =T (ot +1) = T'(n,tn + 1) + (ta +1)85 = F;7H (1) + (8 + 1)

hence F”~1(t) — F'~1(t) +t by (4.32). Since F” and F”~! are continuous and strictly increasing,
it follows that,
F! — F" locally uniformly (4.33)

(ie. p! — ", with y” the measure having F” for repartition function).

To obtain (4.29) it is enough to observe that F/~Y[(F/(t) — 6,)"] < ®,(t) < F/7Y(F”(t)], and
to apply (4.32) and (4.33) and the property ® = F'~! o F”  which comes from the equivalence
F'7Y(v) =v+7r & ®(v+7)=r in (ii) of the proof of Lemma 4.1.

d) Now we show that
R, — R pointwise. (4.34)

Let j € A}, and i € A,, be related by R'(n,i) = T"(n, j) (or equivalently R"(n,i) = T"(n,j): see
(4.23)). We have the following sequence of equivalent properties: T"(n,j) < t < R’(n,i) <t
< R'(n,i) < ®,(t) & T'(n,j) < ®,(t) (recall (4.28)). Further j € A’ iff there is k € J,, with
T'(n,j) = T(n,k). Then in view of (4.16) we get R, (t) = F,[®,(t)—]. Then v, — p and (4.29)
yield

F[®(t)—] < liminf R, (t) < limsup R, (t) < F[®(1)].

This and (4.6) imply R, (t) — F[®(t)] if F[®(t)] = F[®(t)—], and otherwise,

limsup,, R,,(s) < F[®(t)—] it s <uy, }
(4.35)

liminf,, R, (s) > F[®(t)] if 5> uy.

On the other hand r, < p!, hence R,(8) — Ry(a) < F//(8) — F)/(«) if @ < 3. Then (4.33) and

the fact that F"'(3) — F"'(a) < 8 — « yield
limsup[R,,(8) — Rp(a)] < 8 — a. (4.36)

Putting together (4.35), (4.36) and F[®(t)] — F[®(t)—] = uy, — u} readily yields R, (t) — F[®(t)] —
us +t = R(t): hence (4.34) holds.

Now we can prove (4.30). Denote by W,,(¢) the left-hand side of (4.30), and by ¥,, () the same
quantity with R'(n,i41) instead of R'(n, ). If i € A,, we have R'(n,i+1)—R'(n,4) < a, (combine
(4.15), (4.22) and (4.25)), while d,card(o(n,t)) < R,(t) — R(t) by (4.34): since f is uniformly
continuous on [0,¢], we deduce that ¥, (t) — ¥, (t) — 0. Now R'(n,i + 1) = ®,(R"(n,1)), and
i € A, iff there is a (unique) J € A}, such that R"(n,i) = T"(n, j), hence

() = [ fovuorlas) =3, S R (i 4+ 1)

i€ AR, R (n,i)<t<R"(n,i+1)

and the sum above is in fact bounded by §,, sup |f|. By (4.29) f o ®,, converges uniformly to the
bounded continuous function f o ® on [0,#], and (4.34) means that r, weakly converges to the
measure ¢(s)ds, hence ¥,, converges to the right-hand side of (4.30), and (4.30) is proved.
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e) Exactly as before, R} (t) = F5[®,(t)—]. Then v} — p* and (4.29) and the continuity of F™*
give R} — R* pointwise, and (4.31) is deduced from this as (4.30) is from (4.34) in (c) above. O

5 Proof of Theorem 3.3

1) Let g satisfy (K). Since the process (y;)i>0 is IRi-valued predictable increasing and 7 is a
constant, there is a sequence 7, of stopping times increasing to oo, with v < pV 7 for all t < 7,,.
Letting gp(w,t,z) = g(w,t A Tp(w), ), we see that g, satisfies (K) with a process v which is the
constant pV vy, and obviously U™ (g); = U™(gp): and g * By = g, * By for all t < 7,. Since 7, — o0,
it is obvious that if the sequence U™(g,) enjoys the limiting behavior described in Theorem 3.3 for
any fixed p, the same is true of the sequence U"(g).

In other words, it is enough to consider test functions g having (K) with 7 (w) being a constant.
We assume this below, as well as (Al), (A2) and (A3) (as seen before, assuming (A3) is not a
restriction). We use all notation of Section 4, and add some more. First, for any process Z we set
(recall (4.27) for V(n,)):

V;"Z - V(n, /L.)_l/Q (ZR’(n,i+l) - ZR/(TL,'L))
Then, define the following processes (I is the d x d identity matrix):

fe=p(ge9t) — p(g)p(gl),  he = plgz™),

Z TR/ (n,i)s Ft:/o fas)¥(s) ds, (5.1)

i€o(n,t)
H'= Y V(0,000 hpiniy, — Hi= /t ha(s)¥"(s) ds,
ico(n.t) 0
KPP =®,(t) Is, Ky =®(t) I,
W™ = We, 1), W/ = W), (5.2)
umn = Ziez,,(n’t) X7, where
XP = V0n 14, (1) (9(R (n,9), VW) = p(gRr(ni)))- }

2) Now we proceed to study the limiting behavior of U™. Note that ¢t — f; and t — h; are
continuous. Then Lemma 4.8 yields the following convergences in probability, locally uniform in
time:

w"r W, F*"—F H"—H, K'—K. (5.4)
Recalling that {i € A,} € F g/ (s, and that the restriction to {7 € A,} of the variable V(n, i) is

F R/ (n,i)~measurable (Lemma 4.7-a), we easily deduce from (5.3) that, for some constant K,

E |]:R'nz):o

(i
E( ?7 |*7:R’(n 1)) = 1AV,L (Z) on fR’ n,1) (5 5)
E(X? (VIW) N\ Frin,g) =14, (8) Von hprns

(

E(XMF R (nyiy) < KO2.

Lemma 5.1 The processes U™, W'n, Umy'™T —pn, Wnw'mT _gr ugmw'™T - H" are (F})-
local martingales (recall that F} = Fg (1) see Lemma 4.7).
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Proof. In view of Lemma 4.7-b, of the fact that ®,(¢) — oo as t — oo and of Theorems (10.9)
and (10.10) of [7], the process W™ and W'*W'™T — K™ are (F})-local martingale.

Now consider a process V" = ZiEE”(n,t) Ny = Do Lrr(mivny<ey With Frog, iny—
measurable n* satisfying n* = 0 when ¢ ¢ A,. By virtue of Lemma 4.7-a,c V™ is an (F})-local
martingale iff E(n'|Fr/(n,q)) = 0. By (5.5) this applies to V" = U™ with ;' = x7, and to
yvn =yuru™T — F™ with

= XX A Ui + X8 TURE 5 = 14,(0) 6n Frr(n)-
Set o = /V(n,i) VIW. If V" =37, o, and again due to (5.5), the previous result also
applies to V™ = UmY™T — H", with

77 = X? ?T‘FU " (n, 7I)Oé +X1 Y}g/(j; i) 1An (’L) \/ V(n,Z)én h’R’(n,i)-
Finally w1 — gn = g'mynT — g* 4+ g™(W'T —y™T). Now U™ and W'™T — Y™ T are
two (F})-local martingale, purely discontinuous and with no common jump, hence their product
is again a local martingale. |

An application of Aldous’ criterion (apply (5.4) and Lemma 4.8, and combine Theorem 4.18 and
Lemma 4.22 of Chapter VI of [9]), shows that the sequence U’ is tight, and even C-tight (the last
inequality in (5.5) implies Lindeberg’s condition). Applying again (5.4) yields that the sequence
= (W'n, Fr HR K U, U U™T — FY is C-tight and that if ¢ = (W, F, H,K,U , M) is a
limiting process for this sequence, (W', F, H, K') and (W/, F, H, K) have the same distribution and
M =TT" -Fas

In other words, if C? = C(IR4,IRY) is endowed with the canonical process U’ and with
the canonical filtration ( 9), we can realize any limit ¢ on the product space (Q,F,(F;)) =
) s

(QF, (Fr) ® (CQ,C‘{ (c ) o that

If we consider a converglng subsequence, still denoted by (", there is a probability
measure P on (€, F) whose ©-marginal is P, and such that the laws of ¢" (5.6)
converge to the law of ( = (W', F, H, K,U',U'U'" — F) under P.

Lemma 5.2 Under P the processes U, W', U'UT —F, WW'T — K, UW'T — H are (.%t)flocal
martingales, continuous and null at 0.

Proof. That the processes are continuous and null at 0 is obvious. We show the martingale
property for U'U'T — F only; it is the same (or simpler) for the other processes.

Set M = U""U'* — FI* and M"™ = U'™IU'™* — F™ik and also
L(n,y) =inf(t: | M|+ [F[+ U] > y),

L(y) =inf(t: [M|+ |F]+|U{| > y),
Observe that [M{'| <y if t < L(n,y) and [M7, y)| < y+2y|x?| + [x?> + K’ for some constant

K',if L(n,y) = R"(n,i+1). Thus E(|M{, ., y)| ) < (y+1)K” for another constant K" by (5.5),

from which we deduce the uniform integrability of the sequences (M} Lin y))nzb

On the other hand (5.4) and (5.6) imply the convergence in law of (¢, M™,G™) to ((, M, 0).
Then (see e.g. Proposition VI-2.11 of [9]) for all y in a dense subset of R, (¢", M ;, \)n>1
converge in law to (¢, M.ar(y)). From the uniform integrability above and from Lemma 5.1 we
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deduce that M.,r(,) is a ﬁfmartingale for the filtration generated by (¢, M.Ar(y)), ie. for (]-"f)
Since L(y) — oo as y — 00, it follows that M is a local martingale. o

Recalling that 0 < ¢* < /¢t and that the process hg (time-changed of h by @) is (Feq))-
predictable, and setting | 0/0 = 0, we can define the following continuous local martingales on the
extension (€, F, (F,)), P):

P*(s)
W(s)

Next, due to the structure of (C'7,C?), there is a regular disintegration P(dw, dz) = P(dw)Q,,(dz).

M =a-W' with a,= hos), M'=U - M. (5.7)

Lemma 5.3 a) The space (ﬁ,%, (j—'t)), 13) is a very good extension of the space (U, F, (Fa)), P)-

b) M" is an (F;)—conditional centered Gaussian martingale, (F;)-locally square-integrable,
with bracket

F) = fot flds, where

(5.8)
[ =0(s) faes) — d(s)asal = 9(s)(fa(s) — ( 8)ha(s)hg(s)-

Proof. a) Let Z be a bounded martingale on (2, F, (Fa)), P), and set N; = E(Z|F;). We
know that N = [-W for some (F;)—predictable process I. Like in the proof of Lemma 4.4, we then
have

t
Zt = E(Zoo|-7:¢>(t)) == N@(t) == / l@(s) dWS/

Now W' is a martingale on the extension (€, F, (¥;)), P) and [ o ® is predictable w.r.t. (F,;): then
Z is a martingale on the extension, which is thus very good.

b) Lemma 5.2 implies that the continuous local martingale U’ has (U’,U'") = F and (U, W'T) =
H, and simple calculations show that (M”, M"T) = F" given by (5.8) and (M"” , W'T) = 0.

We deduce first that (M, M"T) is (Fa@))-adapted. Next, since all bounded (F(+))-martingales
are stochastic integrals w.r.t. W’ (see (a) above) we deduce that M" is orthogonal to all bounded
(Fo@))-martingales. Finally My = 0, and M" is continuous. It remains to apply Lemma 2.3. O

Corollary 5.4 a) The measure P is unique, and (5.6) holds for the initial sequence ™.

b) We can even strengthen the convergence (5.6) as follows: for all bounded continuous func-
tions k on the Skorokhod space D(IRi,IR?) and all bounded random variables Z on (0, F), we
have

E(ZKkU™) — E(ZkU"). (5.9)

Proof. a) By Lemmas 2.2 and 5.3 the F—conditional law of M" is determined by F”, so the

F-conditional law of U' = M’ + M", that is Qw , is P—a.s. unique, so Pis unique and thus (5.6)
holds for the original sequence (";

b) Clearly (5.4) and (5.6) imply (5.9) when Z = [(W’), where ! is a continuous bounded
function on D(R4, R7).

Next, let F' be the o—field generated by all variables W/, t > 0. W' is a continuous (F. ®(t))~
local martingale with bracket K; = ®(t)I4, the process ® is F'-measurable, as well as its inverse
~1. We have W, = Wé_l(t) because ® o ®~1(t) = ¢, hence W, is F'~measurable: thus F' = F.
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Now let Z be bounded and F-measurable. Since ' = F there are Z, = l,(W’) with [,
continuous bounded and Z, — Z in L*(P). (5.9) holds for each Z,, and if C' = sup |k| we obtain:

|E(Zp k(U™)) = E(Z kK(U™)| < C E(1Z = Z,)),

|E(Zy K(U")) = BE(Z k(U")| < C E(|Z = Zy)),
o (5.9) follows. a

3) Now we state the relations between the process U’ above and the process g x B of Theorem 3.3,

defined on the extension (Q, F, (F;)), P) of (2, F, (F;), P). For this, we set

U =Ul (7(t) is given by (4.9). (5.10)

Lemma 5.5 Both processes U on the (non-filtered) extension (Q,.ﬁ ]5) of (Q,F,P) and gx B on

the (non-filtered) extension (0, F, P) of the same space have the same F—conditional law.

Proof. a) First we show that g« By = M ;) (see (3.9) and (5.7)). By definition the process W’

is constant on the intervals contiguous to A, hence 1¢4—¢y - W' = 0 by (4.5). Further the bracket

of W' is absolutely continuous w.r.t. Lebesgue measure by (4.4), hence 1< - W’ = 0 if A(C) = 0.
Therefore M' = [(6*h 1(g50}) 0 ®]- W' by (4.7) and (3.2), hence M ) = g By follows from (4.12).

b) Since g x B’ is F-measurable, it remains at this point to show that both processes g x B”
and M{" = M, have the same F—conditional law. Now the time-change 7(t) is F—measurable,

so it follows from Lemma 5.3-b that M" is an F-conditional centered Gaussian martingale with
bracket F}' = F ;/(t), while g x B” is an F—conditional centered Gaussian martingale with bracket

given by (3.10). By Lemma 2.2-b it remains to show that F” is given by (3.10).
Using (4.7) and ¢ =0 = ¢* =0 and § = 0 = 6* = 0, we deduce from (5.8):

t 0*2
F' = /O (fq»m — 5 ° %) h@(r)’lg(r)) ¥(r) dr,

and (4.11) gives
9*2
) = / (fr -5 hﬂ%f) p(dr).
[0,2]

Thus F,) is equal to (3.10), since ﬁ(r) w(dr) = 6*2(r)dr by Lemma 3.1. O

Proof of Theorem 3.3. a) In a first step, we prove that if
ieS(n,t)NJy,
(recall (1.3) for £ and (4.15) for J,, and J}, below), then

sup |U™(g) —Us| - 0. (5.12)

s<t

Set ¢ = Xxi 1y (i), X = Zj<i oLy = qu E(C}’g—l’T Fr(nyj)), Then L™ is the predictable
bracket of the (discrete-time) locally square-integrable martingale X" w.r.t. the filtration (Fr(, ;+1))i>0,

for which 6(n, t) =card(X(n, t)) is a stopping time. Since Ly, 1y = 0n D iexy(n ) [T(n.1) 117, (1) 0.
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by (4.18), it follows from Lenglart’s inequality that sup,<g(, ¢ | X;'| £, 0. Tt remains to observe

that U (g) — U, = X§(n,1)> hence (5.12). Therefore it is enough to prove the claims of Theorem

3.3 for U" instead of U"(g).

b) Next we observe that ¢ belongs to A iff there is a j € J, such that R'(n,i) = T'(n,j), in
which case V(n,i) = A(n,j) (see (4.22) and (4.27)) and &' = X7. Hence comparing (5.3) and
(5.11) gives that U, = U™ iff there are as many points in X(n,t) N.J, and in o(n,s). With the
notation of the proof of Lemma 4.8, these numbers are F,,(¢)/d,, or 1+ F,,(t)/d,, (resp. Ry(s)/dn
or 1+ R,(s)/d,). Then there is 7, (t) with

T = Ul RyAMFalt) = 60) < 7alt) < Ry (Fu(). (5.13)

n

¢) Set D = D(IR4, IR7), with its Borel o—field D. Set Y = Q x D, with the o-field Y = F®D.
We endow (Y,)) with the probability measures x, and x defined by

Xn(Ax B)=E(14 15(U™),  x(Ax B)=E(14 15(U")). (5.14)

By (5.9), xn(Z®k) — x(Z®k) for all bounded measurable Z on (€2, F) and all bounded continuous
k on the Polish space (D, D). By [7], Theorem (3.4), we deduce that x, (I) — x(I) for every bounded
measurable [ on (Y,Y) such that x — I(w, ) is continuous at x—almost all points (w,x).

Applying this to l(w,z) = Z(w)k((Zr(w,t))t>0), where Z is bounded measurable on (€2, F) and
k is bounded continuous on (D, D), we get (see Lemma 4.2)

T T

xn(l) = E(Z k(U)) — x(I) = BE(Z k(U})) = E(Z k(g* B)).

Applying this to l(w, ) = Z(w)k((Tr(w,t1), - - - > Tr(w,t,))) With k bounded continuous on (/R?)" and
using the fact that U’ is continuous in time (hence z — [(w, ) is again y—a.s. continuous), we get
similarly -

E(Z k(U’?tl)), e (U;’(Ltr))) — E(Z k(g* Bty,...,g%B¢,)).

T

Therefore, in view of (5.13), the result will follow if we prove the following two properties:

mn n P
Uy = Uy — 0 forallt el (recall (3.12) for I), (5.15)
sup [U;” ;) — Uriy| 2, 0 for all 5 if 4 has a.s. no atom. (5.16)
t<s

Up to taking subsequences, we may assume that the convergences (4.19) and (4.34) hold a.s.

d) Let us prove two auxiliary facts. First, if ¢ € I then (4.19) gives that outside a null set
F,(t,) — F(t) whenever t,, — t, and if p has a.s. no atom we have F,, — F a.s., locally uniformly.
Then we have a.s.:

F,(t)— 0, — F(t), F,(t)— F(t) iftel
SUP; < |Fn(t) — 6, — F(t)] — 0, SUP; < |F.(t) — F(t)] — 0 (5.17)
for all s if p has no atom.

Second, because of Lemma 5.2, U’ is a martingale with bracket F' given by (5.1). Hence U’ is a.s.
constant over the intervals where F' is constant, hence over those on which R is constant, and we

have a.s.:
Ul = Ué(t) it S(t—) <s<S(t). (5.18)
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e) Now we prove (5.15). Let t € I. Then (5.17) and (4.34) imply that a.s.:

S(F(t)—) < limninan(t) < limsup 7, (t) < S(F(t)) = 7(t). (5.19)

n

Since U™ converges in law to the continuous process U’ satisfying (5.18), these inequalities imply
(5.15).

f) Finally, assume that p has a.s. no atom. Suppose that (5.16) does not hold. There is € > 0,
s € IRy and a subsequence still denoted by n, and a (random) sequence ¢,, in [0, s], such that

(| R P 5) >e  forall n. (5.20)

Up to taking a further subsequence, we can even assume that ¢, — ¢t € [0,s] a.s. Since F is
continuous, we then have a.s. by (5.17) and (4.34):

S(F(t)—) <liminf 7, (¢,) < limsup 7, (t,)
as well as (5.19). Then once more because U™ converges in law to the continuous process U’

satisfying (5.18), these relations imply |U’” AT = Ul L, 0, which contradicts (5.20). Thus
(5.15) holds, and we are finished. O

PART II: BROWNIAN SEMIMARTINGALES

6 The results

In this section the setting is the same as in Section 3, but in addition we have an IR™-valued
Brownian semimartingale X of the form (1.10), satisfying (H). We set

APX = An, i) (Xs i) = Xrni)- (6.1)
We also set ¢ = aa”, and call p¥ = p;¥(w,dz) the centered Gaussian distribution on IR™ with
covariance matrix ¢;(w). Then we write pX (f) = [pX(w,dz)f(w,t,z) for any function f on
Qx IRy x R™.

We are interested in the limiting behavior of processes like U™(g) of (1.4), with & replaced
by A?X. Of course we should also modify the centering term in (1.4), and there are several
possibilities for this. The most natural one is the following:

=Vo > ), AL X) = E(9(T(n, i), A} X)| Fr(n,i)) (6.2)

1€X(n,t)

(see (4.17) for ¥(n,t)), provided the conditional expectations above make sense. However, these
conditional expectations are difficult to compute, and it may be more useful to consider

U7™M(9) = Vou Y (9(Tn,0), ATX) = p¥i0(0)) (6.3)

1€X(n,t)

which is well-defined if ¢ satisfies (K). Finally, the following has also some interest:

=V Y. ( (n,2), ar(ni)€i') = pﬁn,i)(g))- (6.4)

i€X(n,t)
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Observe that under (H) and (K), t — p;(g) is continuous, and Lemma 4.5 yields for ¢ € I
(recall (3.12) for I):

P
on D> Prmale) — p¥(g) pu(ds), (6.5)
i€X(n,t) Ch

and this convergence in probability holds locally uniformly in ¢ if 4 has a.s. no atom.

The behavior of U3"(g) is very simple. Indeed if g: Q x IR, x IR™ — IR? satisfies (K),
and if (H) holds (hence a is locally bounded), the function ¢’: Q x IRy x IRY — IR defined by
g (w,t,z) = g(w,t,a;(w)z) also satisfies (K) and p;X (g) = p(g;). Hence Theorem 3.3 yields:

Theorem 6.1 Assume (A1), (A2), (H) and let B be a tangent measure to W along (T,,). Let g
satisfy (K).
a) If i has a.s. no atom, the processes U™ (g) converge stably in law to U(g) given by

U(g) = ¢ =B, with ¢’ (w,t,7) = g(w, t, as(w)x). (6.6)

b) For all (t1,...,tg) in I, the variables (Utgl’"(g), . .,Uf’k’"(g)) converge stably in law to the
variable (U, (9), ..., U, (9))-

In view of (6.5), we have the

Corollary 6.2 Assume (A1), (A2), (H), and let g satisfy (K). Then the following convergence
0n D 9(T(n,0), arenATX) — pa(9) p(ds) (6.7)
i€ (n,t) 0.4]

holds in probability, for all t € I, and also locally uniformly in time if u has a.s. no atom.

Now let us consider the following processes, for A € R™:
BX(A), = f* By, where f(w,t,z) = 14(as(w)x). (6.8)

It is obvious that BX = (BX(A); : t > 0, A € R™) is a worthy martingale measure on IR™, and
that U(g) in (6.6) is U(g) = g« BX. Further if B’X and B"X are defined by (6.8) with B’ and B”
instead of B (recall Proposition 3.2), then B’X is an L?-valued martingale measure on the Wiener
space and B"X is an F-conditional centered Gaussian measure. Therefore BX = B'X 4+ B"X is
an F—conditional Gaussian measure. An easy computation using (3.8) and (3.9) shows that, with
the notation

B5X(g) = / z g(t, asz) pl(de), (6.9)

BX satisfies all conditions of the following:

Definition 2: A tangent measure to X along the sequence (7,) is an F-conditional Gaussian
Fi

measure BX on IR™, defined on a very good extension (Q, F, (F), P) of (Q, F, (F;), P), such that
E[B¥X(A)o] = 0 and

(W, BX(A)), = / BX(14) u*(ds) (6.10)

for all A € R™, and having the covariance measure

yX(0,1] x A x A') = /[ (PXANA) = X (A0 (A ptas) (6.11)
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Again B¥X is “essentially unique” (its F-conditional law is completely determined). In fact
we can construct the tangent measures to all Brownian semimartingales having (H) on the same
extension (Q, F, (F;)), P), via (6.8). A result similar to Proposition 3.2, and formulas similar to
(3.8), (3.9) and 3.10) hold for BX: we leave this to the reader.

3) In the rest of the section, BX is a tangent measure to X, and all results below are proved in
Section 8. For studying U"(g) we need additional assumptions:

Assumption H-r (r € Ry): E(sup,<,(|a¢|” + [b¢]")) < oo for all s < oc.

Assumption K1: The function g: Q x Ry x IR™ — IR? satisfies (K), and for all w, s the family of
functions = — g(w, t,z) indexed by t € [0, s] is uniformly equicontinuous on each compact subset
of IR™.

Assumption K2-r (r € IR;): We have (K1) and, for some nondecreasing adapted finite-valued

process 7 = (Y1),
lg(w, t,2)| < (W) (1 + [2]"). (6.12)

Observe that (H-0) is empty, and that if p < r then (K2-p)implies (K2-r), while (H-r) implies
(H-p).

Theorem 6.3 Assume (A1), A2), H) and one of the following:
(i) (H-r) for allr < oo, and (K1),
(i) (H-r) and (K2-r) for some r € [1,00),
(iii) (K2-0) (i.e. (K1) and |g(t,z)| < v).

Then: a) The processes UL™(g) are well-defined (i.e. the conditional expectations in (6.2) make
sense), and satisfy for all s < co:
n n P
sup U, " (9) = U, ()] — 0. (6.13)
b) If i has a.s. no atom, the processes UL (g) converge stably in law to g x BX.

c) For all t1,...,ty in I, the variables (Utll’"(g),...,Utllgn(g)) converge stably in law to (g *

BX ,g*Bfg).

PEREE

Corollary 6.4 Assume (A1), (A2), (H) and (K1). Then the following convergence

S Y 9@ AX) [ pX(g) (as) (6.14)

€S (n,t) [0,¢]

holds in probability, for all t € I, and also locally uniformly in time if p has a.s. no atom.

4) Let us turn to the processes U>"(g). Again, we need new assumptions:

Assumption H’: a) t — b; is adapted continuous.

b) The process a is a Brownian semimartingale of the form

t t
a; = ag +/ aldWs +/ bl.ds, (6.15)
0 0
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with a’ and b’ predictable locally bounded and ¢ +— a} continuous. |
Observe that (H’) implies (H). On the other hand, the following implies (K1):

Assumption K’ : The function g satisfy (K1), and « — g(w, t, ) is differentiable, and the function
Vg (gradient in x) also satisfies (K1). a

In order to define the limiting process, we also need some more notation. First, we consider
the process,

PX(Vg) = 1 / pldz) Y %(t,atx)afjk(xjxk—éjk). (6.16)

2 ) ; i
1<i<d,1<j,k<m

In the above formula ¢7% is the Kronecker symbol; recall a = (a™);<,, j<d, s0 a’ = (a"7%); <y 1<a
and (6.15) reads componentwise as

¢ ¢
ay =af + Z /Oa;ijdeer/o b ds.

1<k<d

Under the above assumptions, p;X(Vg) is continuous in ¢. Finally, we define the g-dimensional
process:

Tg) =g BX + / (PX (Vo)bs + X (V) *(ds). (6.17)

Theorem 6.5 Assume (A1), (A2), (H’) and (K’). Then
a) If u has a.s. no atom, the processes U*"(g) converge stably in law to U(g).

b) For all ty,...,ty in I, the variables (U,i’"(g)7 cey Ufk"(g)) converge stably in law to
(U(g)tl LRI U(g)tk)

5) Finally, we could hope for a central limit theorem associated with the convergence (6.14). For
this we need rather strong regularity of ¢ as a function of time. To remain simple, we consider the
very special case where g(w,t,x) = g(x) depends on x only. For such ¢, (K’) amounts to saying
that g is continuously differentiable, with Vg having polynomial growth.

Further, this desired central limit theorem is not true in general (see Remark 4 below), and we
consider only the regular case T'(n,i) = ¢/n and A(n,i) = 1/n. Then we are led to consider the

processes

Vi'(g) = % > 9(Wn (Xijn = X-1y/n) —/0 Py (9)ds. (6.18)

1<i<[nt]

Corollary 6.6 Let g be a continuously differentiable function on IR™ with Vg having polynomial
growth. Assume (H’). Then

n P
a) sup,<, |v/n Vi (g) — UP"(9)] — 0 for all s.

b) The processes \/n V"™(g) converge stably in law to the process U(g) of (6.17) (with p =
Lebesgue measure).

Remark 4: In contrast with the regular case we do not have in general a rate of convergence /0.,
in (6.14), even when 0, = 1/n and even when the T'(n,)’s are deterministic.
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Here is a counter-example: take m = d = ¢ = 1, and a; = t and b = 0, and g(x) = 2%: we

have (H’) and (K’). Take T'(n,4) = i/n® for some o > 1 if i < n and T'(n,4) = oo otherwise, and
A(n,i) = 1/n*.Then (Al) and (A2) are satisfied with §,, = 1/n and p = ¢ and p* = 0.

We have p;<(g) = t, hence if ¢ < 1 the limit in (6.14) is 0. Denote by V;* the left hand side
of (6.14). Then /nV{"* — U12’n(g) =n~1/2 Z1§ign P}T((n,z'—l)(g) = Z1gign(i - 1)”70(71/2 = %(” -
1)n'-2=%_ which is equivalent to n3/2-« /2. By Theorem 6.5 we have non—degenerate convergence of
vn V' if a > 3/2 (with a non—centered limit if o = 3/2), and if 1 < a < 3/2 we have convergence
of n®~1V" to 1/2 in probability. O

6) The case of stochastic differential equations. Here we explain how the above assumptions on a, b
read when the process X of (1.10) is the solution of the following stochastic differential equation:

dX; = A(t, X:)dW; + B(t, X;)dt, Xo =z given in IR™. (6.19)

Assume that A and B are locally Lipschitz in space (locally uniformly in time) and with at
most linear growth (locally uniformly in time). Then (6.19) has a unique strong non-exploding
solution X, and sup,, |X|P is integrable for all p < oo, t < 00, and X is of the form (1.10) with

a; = A(t, Xy), by = B(t, X;). If further A is continuous in time, clearly (H) and (H-r) hold for all
r: hence Theorem 6.3 applies, provided g satisfies (K1).

For (H’) to hold, we need further assumptions: for instance, that A is of class C12 on IR, x IR™
and B is continuous in time.

7 Some estimates

Below, K, denotes a constant depending on r and which may change from line to line, but which
does not depend on a,b,g. If s > 0 and t > 0, set

5(t,s) = s V2(Xpps — Xy),  0(t,s) =5 20, (Wiyps — W). (7.1)

Below, increasing process on .lRﬂ means a process, say G, indexed by Ri, whose paths
(t1,...,t;) — G(t1,...,t;)(w) are a.s. with values in IR and non-decreasing and right-continuous
separately in each variable t;. We also denote by S the family of all pairs (T, A) where T is a finite
stopping time and A an Fpr-measurable (0, co)—valued random variable.

Lemma 7.1 Assume (H) and (H-r) for some r > 2. There exist two increasing processes X, and
X, on IR%, with x..(u,0) = 0 and such that for all (T,A) € S:

E(6(T,A) = o"(T, D)"|Fr) < x,. (T, ). (7.3)
Proof. a) Since E(|6'(T, A)|"|Fr) < |ar|” E(A™"/2|Wiya — Wy|"|Fr) and A is Fr-measurable,

the second inequality in (7.2 ) holds with x,(u,v) = sup,c,|a:|". By Cauchy-Schwarz and
Burkholder-Davis-Gundy inequalities and again the Fpr—measurability of A,

E(5(T, M)\ Fr) < KTA‘T/2E<(/T+A|bSds)T—|—(/TJrA |as|2ds>r/2|]-'T)
[ ) " AT/2 . '
< KTZ/T B (jp. A2 4 o] |Fr) ds.
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The first inequality in (7.2) holds if we take

Xr(u,v) = K, lim sup F( sup (\bs\rvr/z + |as|M)|Fr),
v’ v t<u s<u+v’

which is finite-valued by (H-r) and Doob’s inequality for martingales.

b) Observing that 6(¢,s) — &'(t,s) = s~ /2 <ftt+s(au —ay)dW, + fttJrS budu), the same argu-

ment as above shows that
1 T+A
E(|6(T,A) = §(T,N)|"|Fr) < Kt A / F (\bs|rAr/2 + |as — ap|” |]-"T) ds. (7.4)
T

Then if B(u,v) =sup(Jazrs —ae] : 0 <t <u,0<s <w), (7.3) holds with

Xo(u,v) = K, lim sup E( sup (|bs|"v"/? + B(u,v')")|Fr), (7.5)

vl <y s<u+v’
Further 5(u,v) — 0 as v — 0 by (H), and this convergence also takes place in L" if (H-r) holds.
Then Doob’s inequality again gives x/.(u,0) = 0. O

Lemma 7.2 Assume (H), (H-r) for all r < oo, and (K1). Then with v; as in (K), for all r < oo
there is an increasing process X' on Ri_, with X! (u,0,w) = 0 a.s. and such that for all (T,A) € S:

E(lg(T.0(T,A)) = g(T,8'(T, M)|"| Fr) < x;/(T, A vr). (7.6)

Proof. Let (T,A) € S and ¢ < co. Set 6 = 6(T,A) and ¢’ = §'(T,A) and v = 7. By (K1), for
all p < 0o, € > 0 there is a strictly positive random variable v(e, p) such that |z| < p, |y| < p and
|z —yl < v(w,e,p) imply |g(w,t,2) — g(w,t,y)| < e. Then by (K):

, Koy (L4 18]+ 167]™)
6:: ‘Q(Tvé)_g(Taé)VS . , ,
e” if [0],10'| <p, |6 —0"[ < v p).
Then for some constant K., for all ,0, u,v,w > 0 we have on {T < u, A < v,y < w}:

E(B|Fr) < + Ko E (L4 [6]™ +[8'[™) Lysisppoqo|spyufls—s/|>vp)} 1FT)

9 1/2
<&+ K" (1 + Xorw(u, v))1/2 (p? X2 (u,v) + 1/ x5(u,v)/0 + Z(e,p, 9)) , (7.7)

where Z(g,p,0) = sup, P(v(e,p) < 8|Fr) (use (7.2), (7.3) and the inequalities of Cauchy—Schwarz
and Bienaymé-Tchebicheff). If Y(e,p, 0, u,v,w) is the right-hand side of (7.7), then (7.6) holds
with x/(u, v, w) = lim,/ |, inf.,g50Y (g, p, 0, u, v, w). Further, there exist finite variables Z’(u, w)
such that for all £,p,6 > 0 and v € [0, 1], we have

1/2
X (u,v,w) < e" + Z' (u,w) (p_2 X5 (u,20) /0 + Z(e,p,@)) )

Since P(v(e,p) < 0) — 0 as  — 0 we clearly have Z(e,p, ) L, 0as 0 — 0 for all g,p > 0, while
X5(u,2v) — 0 as v — 0. Then by choosing first p, then 6, then v, it is clear that x//(u,v,w) — 0
as v — 0. O

Next, we will assume (H’) and the following (implying (H-r) for all r < oo:
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Assumption H’-oco: The processes b and o/, b’ of (6.15) are bounded by a constant C, and |ag|
belongs to L for all r. o

By deﬁnition'a' takes its values in R? ® IR™ ® IR™, and we define the IR% valued variables
Y(t,s) = (Y(t,5)")1<i<a by

. 1 t+s
Y(t,s)' = b+ - > at / — W/)dwP. (7.8)
1<j,k<d

Lemma 7.3 Assume (H’) and (H’-00). For all r < oo there is an increasing process X, on IR%,
with X, (u,0) = 0 a.s. and such that for all (T,A) € S,

E(|ATV2(8(T,A) = 8'(T,A)) = Y(T,A)|" |Fr) < X(T. D). (7.9)

Proof. It is enough to prove the result for r > 2. Observe first that A=Y/2(5(T, A) — §'(T, A)) —
Y(T,A) = A(T,A) + B(T, A), where (see (7.1), (6.15) and (7.9)):

T+t T+t

(al — a’p)dW —|—/ blds,

T+A
A(T,A) / D, (T)dWs, where Dy(T) :/
T A T

T

1 [T+A
B(T,A) = —/ (bs — br)ds.
AJr
Then it is enough to prove the result separately for F(|B(T,A)|"|Fr) and for E(|A(T, A)|"|Fr).
In the first case it holds with

Xr(u,v) =lim sup E( sup [bsis — bs|"|Fo),
v’ v t<u s<u,s’ <v’

which has ¥/.(u,0) = 0 because here ¢ — b; is continuous and uniformly bounded (same argument
as in (b) of Lemma 7.1). Next, as in Lemma 7.1:

T+6
E(A(T, A)["|Fr) < KTA’W“/ E(D(T)["|Fr) dt
T

Since a’ and o’ are uniformly bounded and a’ is continuous, exactly as in the proof of Lemma 7.1
again we obtain an increasing process (. on ]Rf_ with ¢ (u,0) = 0, such that E(|D(T)/Vt|"|Fr) <
¢-(T,t). Then if (T,A) € S,

1 T+6
E(|A(T, A)|"|Fr) < K, Z/ E(|Dy(T)/Vt|"|Fr) dt < K. (T, A)
T
and the result follows. O

Lemma 7.4 Assume (H’), (H-00) and (K’1). Then with 7 satisfying (1.5) for both g and Vg,
for all v < oo there is an increasing process X on ]RE”|r with X! (u,0,w) =0 a.s. and such that for
all (T,A) € S:

E(|A_1/2(9<Ta 6(Ta A)) - g(Ta 5/(Ta A))) - v.g(Tv 5/(Ta A))Y(T? A)|r |~7:T) < Y;’I(Tv A? ’YT) (710)
Proof. a) Here again it is enough to prove the result for » > 2. Due to our assumptions, we can

apply Lemma 7.1 to the process a instead of X, hence with the same notation yr we get any finite
stopping time T

E (\t—lﬂ(aw - aT)me) < o (T, 1). (7.11)
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Plugging this into (7.4) gives, instead of (7.5): X.(u,v) = v"/2(.(u,v), where ¢, is the following
increasing process on Bf_:

¢r(u,v) = K, lim sup E( sup |bs|"|F¢) + xr(u,v)).
vl <y s<u+v’

b) Let (T,A) € S. Set § = §(T,A), & = §'(T,A), Y = Y(T,A), Z =6 -6 —VAY.
Taylor’s formula yields A=/2(g(T, ) —g(T, 8"))—Vg(T,5")Y = A(T, A)+B(T,A), with A(T, A) =
A~Y2Vg(T,8)Z, and B(T,A) = A~Y2(Vg(T,8") — Vg(T,8))(d — &) and §” = &' + (5 — §') for
a random variable # taking values in [0, 1].

Our assumptions imply (H-r) for all r, hence we can reproduce the proof of Lemma 7.2 with
Vg instead of g and ¢” instead of 4, after observing that |§” — §’| < |6 — 6’|. We obtain

E(|v.g(T7 5”) - v.g(T7 5/)|T|fT) < X;”/(Ta A?’YT)'
Combining this and (7.3) and (a) above, Cauchy—Schwarz inequality gives

E(B(T,A)"|Fr) < (5T, Ayr) Con(T, A))2. (7.12)

¢) Finally 7.6) for Vg and (7.2) yield E(|Vg(T,0")|"|Fr) < ¢.(T, A, vr) for some other increas-
ing process (/.. This and (7.9) give us

1/2

E(A(T,A)|"Fr) < (Xor(T, A) G0 (T, A, y7)) (7.13)

Then adding (7.12) and (7.13) gives (7.14) with the required properties for Y/ . ad

We end this section with an estimate for functions g: IR? — IRY that are continuously differ-
entiable and have for some 7:
IVg(z)| < r(1+[z]"). (7.14)

Set also U(t,s) = pt1s(g) — pt(g). Then

Lemma 7.5 Assume (H’), (H-00) and (7.14). There are increasing processes ¢ and ¢’ on IR3.
with (u,0) =0 a.s. and such that for all (T,A) € S:

|E(U(T,A)|Fr)| < VA (T, A), (7.15)
E|(U(T,A)|?|Fr)| <A (T, A). (7.16)

Proof. Below the constant K changes from line to line. We fix u < oo and set § = 1 + sup, |a|
and 6, = sup, E(0P|F;), which is integrable for all p < co. We always take below (T, A) in 7 (u).
a) (7.14) implies |g(z) — g(y)| < K(1 + [z]" + [y[")[z =y, so [g(ariaz) — g(arz)| < K(1 +
|z|")0" |ar+ A —ar| and integrating w.r.t. the normal measure G gives |U(T, A)| < K0"|ara —ar|.
Then (7.11) readily gives (7.16) with ¢’(u,v) = K (04, x4(u,v))'/? for a suitable constant K.

b) Taylor’s formula gives g(y)—g(z) = (Vg(z)+a(z,y))(y—z) with |a(z,y)| < K(1+|z|"+|y|")
and a(z,y) — 0 as y — z, uniformly in = on each compact subset of IR?. Therefore there are reals
v(e,p) > 0 such that |z] <p and |y — 2| < v(e,p) imply |a(z,y)| <e.

By definition of U (T, A) we have

U(T,A) =U; + Us, where U; = /uz(x) p(dx)



limit of random measures 33

and
u1(z) = Vyg(arz)(aria — ar)z, us(z) = alarz,arsax)(arsa — ar)x.

It is enough to prove (7.15) separately for Uy and Us.
¢) We have |ug(z)| < K0"(1+|z|")|aria —ar| and, as soon as f|z| < p and |aria —ar| 2] <

v(e,p), then |ua(x)| < clarsa — ar| |z|. Integrating w.r.t. p, we obtain for all ,p > 0, as for (7.7)
(recall that K changes from line to line):

1 a —a
Ua] < K <€+9T+1 (p 4 larsa = o] T;(Ag > T')) larta — arl.

We deduce from (7.11) that |E(Us|Fr)| < VA Y(e,p, T, A), where

Y(e,pyu,0) = K ({6 + Barga/p) Va(u,0) + By lov/0 xalu,0) /v(e,p) )

This is true for all ¢,p > 0. Then (7.15) is satisfied by Us with ((u, v) = lim, |, inf. ,~0 Y(e,p,u,v’),
and that ((u,0) = 0 is easily checked by choosing first p, then ¢, the v.

d) Finally, (5.15) allows us to write (recall that o’ and b’ are bounded):
T+A
B IFn = | [ Vo) ( [ E0IF ds)eplao)
T

< KA / Vglara)| 2| pldz) < K6A

use (7.14)). Then (7.15) holds for Uy, with ((u,v) = k8" \/v. O

8 Proof of the results of Section 6

Proof of Theorem 6.3. In view of Theorem 6.1 it is enough to prove the claim (a) of Theorem
6.3. We do that in several steps.

Step 1. First we prove that under the assumptions of Theorem 6.3, UY"(g) is well-defined.
First assume (i), and let v be as in (K). Set T = T'(n,i) and A = A(n,4), so that on the Fr—
measurable set {yr < p} we have |g(T, A?X)| < p(1 + |ATX|P). Then E(|g(T,A?X)| | Fr) <
p(1+ xp(T,A)) < o0 by (7.2), and since {yr < p} 1 @ as p — oo, the conditional expectations in
(6.2) are well defined.

In cases (ii) and (iii) the same argument works, with 7; as in (K2-r) (with = 0 in case (iii)),
so that [g(T, A7X)| < p(1+ [APX[").

Step 2. Now we prove (6.13) under (i). Set

Gy =60 > B Frm)- (82)
1€3(n,t)

Then since A(n,4) and S(n,i) are Fp(, ;)-measurable,

Y =U"9) = UP™M9) = Vo D>, (4 — EGGFrma)) -

i€X(n,t)
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As in part (a) of the proof of Theorem 3.3, we get (6.13) if 3,5, ) E(ff{?’T|fT(n7i)) %, 0 with
& = Vo (X! — E(XI'|Fr(n)))- In view of (8.2) it is then enough to prove that

ar 0. (8.3)

Then with ~; as in (K), we deduce from (7.6) that (recall that x4 is increasing in each of its
arguments, and that d,card(X(n,t)) = p,([0,¢])):

€3 (n,t)

< un([0,t] = X/2,(t7 O, ) + Xlz/(ta t,7e) Z 1{A(n,i)>\/ﬁ}'
€3 (n,t)
We have e, ) A(n,7) < t: hence the last sum above is smaller than ¢/v/d,,. That is, G} <

wn([0,t] = X5(t, VO, i) + tV/0n X5(t,t, ). Since §, — 0 and x5 (t,v,v;) — 0 a.s. as v — 0 and
since the sequence p,([0,t]) is bounded in probability by (A2), we deduce (8.3) and (6.13).

Step 3. Here we assume (ii) or (iii) of Theorem 6.3. In order to apply Step 2, although (H-r) does
not hold for all r, we “localize” the coefficients: since a and b are locally bounded, there exists an
increasing sequence (7;) of stopping times satisfying 7, = 0 if |ag| + |bo| > [ and |a;| + |b] < 1 if
t <7 and 7; > 0, and

717 +o0 as. as | — oo. (8.4)

Set a(l) = atnr, and b(l) = biar, if 7 >0, and a(l)s = b(l)s =0if ; =0, and
t t
X =a0+ [ oW+ [ b0).ds. (8.5)
0 0

We denote by U“"(l, g) the processes defined by (6.2), (6.3) and (6.4), with (a(l), X (1)) instead
of (a,X). Now, a(l) and b(l) satisfy (H) and (H-r) for all » < oo, hence Step 2 implies

sup |UL™(1, 9) — U™ (1, 9)| 2,0 asn — oo, for all 1< oo. (8.6)
s<t
Further, on {r; > t}, U"(g) = Ui"(l,g) for all s € [0,], i = 1,2, 3 (this is obvious for i = 2 and
i = 3; for i = 1 it comes from the fact that S(n,j) is Frp(, ) measurable). Then (6.13) readily
follows from (8.4) and (8.6).

Proof of Corollary 6.4. Assume (H) and (K1). In view of (6.7) it is enough to prove that, for
each t < oo and with ;" defined by (8.1), G' = 6 D5 1) 17| 0. Because (X} 11 € X(n,t))
are the same for X and for X (1) on {R,, > t} and because of (8.4), we can in fact work with each
process X (1), or equivalently assume (H-r) for all r < oco.

Further, with 6(n,t) as in part (a) of the proof of Theorem 3.3 and X' = > ., n|x][, we
have G} = Xg(mt) and the predictable compensator of X™ for the filtration (Fr(n,it1))i>0 is )?i" =
> j<iOn E(X}| [Fr(nj). Then by Lenglart’s inequality, )}g(n,t) L, 0 implies Xn.t) £0
(because 6(n,t) is a stopping time). Now, we can reproduce the proof of Step 2 in the previous
proof to obtain )N(g(n 8 = 0n 2iesnn EIXG | [ Frem,)) L0 (substituting |x?|* with |x?|, and
thus x4 with x%). O

Proof of Theorem 6.5. Note that if U", Y", U, Y are IR*-valued random variables, with Y™
going to Y in probability and U™ going to U stably in law, then U™ + Y™ converge stably in law
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to U + Y. The same holds for the Skorokhod topology if U™, Y™, U, Y are cadlag processes and
further Y is continuous in time. Therefore if we set

Y =UP"(9) = U™ (9), (8.7)
t
Y= [ (X (V)b + 5 (V9)) 1 (ds), (58)
0
in order to deduce Theorem 6.5 from Theorem 6.1, it is enough to prove that
sup|[Y" - Vs 25 0 (8.9)
s<t

under (A1), (A2), (H’) and (K’). The proof goes through several steps.

Step 1. We wish to show that for every (small enough) function f on IR? and every pair (T, A)
in S (see Section 7, recall also that 47% is the Kronecker symbol), we have

T+A . .
B((fWrea) = 1We) [ (W2 = whyawk 17r)
= 5 B (G Wria) — $0)) (Wi, s — WHWhy s — WE) — M) 7). (8.10)

When j = k this is just Itd’s formula applied to s +— (Wjj’+s — VV%)2 and the equality holds
even before taking conditional expectations. If j # k, and since W has stationary independent
increments and independent components, it is enough to prove (8.10) when 7' = 0 and A is
deterministic and f(x) = exp(iuz? + jvz*) for some u,v € IR. In other words, we need to prove
that if B, B’ are two independent one-dimensional Brownian motion, and Z; = fot BsdB.,

. " 1 . o
B (eBetinBl 7,) = o B (BB BBl (8.11)
Set V = euB+ivB’ 5% formula yields that the process Y Z equals a martingale plus the following
process:

1 S
5 /O (—(w® +v*)ViZ, + 200V, By)) dt.
Hence if h(s) denotes the left-hand side of (8.11), we have,
1 S
M) =5 / (—(u? +v*)h(t) + 2iv E(V,By)) dt
0
and, since E(V;B;) = iut e~ tv")1/2 we easily deduce that h(s) = _%52 e~ +05/2 which is

equal to the right-hand side of (8.11).

Step 2. Here we assume in addition (H-00). Recalling (7.8), we set
n; = Vg(T(n,i),aT(mi)gf) Y(T(n,i), A(n,i)).
Then (8.10) and (6.16) yield,
EmF 1) = P%((n,i)(vg)bT(n,i) + ﬁ%(m)(vél)-

Since t +— pX (Vg)b; + pir (Vg) is continuous, one proves exactly as in lemma 4.5 the following
convergence in probability, locally uniform in time:

Y V0lA®i) B0} | Fre) = i

i€X(n,t)
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Recalling (8.1), we have Y{" = \/on > icv(n.0) E(X7 | F7(n,0))- Therefore, the same argument as
in the proof of Corollary 6.4 shows that (8.9) holds, provided we have for all ¢t < co

n / ; N\ — n n P
Gt = Z 5nA(nvz) E(|A(n7z) 1/2Xi - |‘7:T(n,2)) — 0.

i€X(n,t)

We reproduce Step 2 of the proof of Theorem 6.3, for |A(n,i)~/2x? — n?| instead of |x?|?: use

(7.10) with » = 1 and X/ instead of (7.6) and x4, and truncate at A(n,i) > 53/*, so Gy <
_ 1/4 1/4_
i 10.8) (8,88 20) + €261 T (1 7).

Step 3. We no longer assume (H’-00), but we localize as in Step 3 of the proof of Theorem 6.3:
we have an increasing sequence (7;) of stopping times satisfying (8.4), and 7, = 0 if |ag| + |bo| +
lag| + |b6] > 1, and |a¢| + |ay] + |by] <1if ¢t <7 and 7 > 0.

Set (1)} = afry, b{1): = binn b(L); = by, amd

¢ t
a(l); = ag +/ a(l).dW, +/ b(l).ds
0 0

if; >0, and a(l); =0, b(1): =0, a(l); =0, b(1); = 0if , = 0. Finally, let X (I) be defined by (8.5),
and denote by Y (1), Y(I) the quantities associated with these processes indexed by [ via (8.7),
(8.8). For each I the term (a(l),b(l),a(l)’,b(1)") satisfies (H’) and (H’-00). Hence Step 1 implies
(8.9) for (Y(I)™,Y(I)) for each I, while on {R; > ¢} we have Y; = Y,(I) and Y* = Y*(I) for all
s <t. Then (8.9) for (Y™,Y) follows from (8.4). O

Proof of Corollary 6.6. We only need to prove the claim (a). Recall that now T(n,i) = i/n
and A(n,i) = 1/n. Observe first that,

Y =U"g) Vo Vi@ =vn Y.

0<i<[nt]—1

i+1)/n
where 17" = [ (0¥ () = p5,,(9))ds.

Next, let us localize as in Step 3 of the proof of Theorem 6.5, and call Y;*(1) the above quantity
associated with the localized processes. Since Y* = Y*(I) for all s < ¢t on {7, > t}, we see by
(8.4) that it is enough to prove sup <, |Y;* ()] L, 0 for each I, or in other words we can and will
assume (H’-00).

Now we can apply Lemma 7.5 with T = i/n and A = 1/n. Integrating (7.15) and (7.16)
against Lebesgue measure on [i/n, (i + 1)/n], we get for ¢ < [nt] — 1:

B} |\ Fopm)| <0722t 1 ), E(nf 21 Fim)l < n 738, 1/n).

Therefore if A} = /3 o<;<iny—1 7| Fijn) and Bl = Vi — A}, we deduce sup,, |AY| 20
(because ((t,v) — 0 as. as v — 0), and the bracket of the (Fp,,)-local martingale B" is

[(B™,B™T);| < ('(t,1/n)/n. Then Lenglart’s inequality implies that sup,, |B?| %, 0, hence

P
sup,<; |Y{'| — 0 as well. o
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9 Applications and examples

We will consider below a Brownian semimartingale X satisfying (H). Our first remark is that the
measure p;. is symmetric about 0. Hence (see (6.9)):

If x — g(w,t,z) is an even function, p;X(g) = 0 and p; (Vg) = 0, } 9.1)

and also p;* (Vg) = 0 and U(g) = g+ BX in (6.17) if further (K’) holds.

Let us for example consider the even function g(w,t,z) = z2T (taking values in R? ® IR?,
hence ¢ = d?). (6.14) yields the following well-known approximation of the quadratic variation:

t
P
SUP‘ Z (Xijn — X(i—1)/m)(Xi/m — X(i—l)/n)T —/ Cst‘ — 0. (9.2)
b <i<ng 0

Further, Corollary 6.6 gives a rate of convergence in (9.2), which is easily proved directly but is

not so well-known (apply the easily proved fact that ps(gjxg:1) = ci¥cil 4 clickl 4 cileki,

Proposition 9.1 Assume (H’). The d?-dimensional processes
¢
VP=vnl Y Xin—Xa-nym)Xipn — X-nym)" —/O csds (9:3)
1<i<[nt]

converge stably to a process Y defined on a very good extension of the space (Q, F,(F¢),P), and
which is F—conditionally a continuous Gaussian martingale with “deterministic” bracket given by

t
(YR yily, = / (cIFcll 4 ik 4 Ity gs. (9.4)
0

Now we assume for simplicity that d = m = 1. Consider g(w,t,x) = 2P for some p € IN. Then
if o, denotes the pth moment of the distribution A(0,1), Corollary 6.6 gives:

Proposition 9.2 Assume (H’). The processes

t
Vi | S (K = Xnym)” —Ofp/o (cs)?/? ds (9.5)

1<i<[nt]

converge stably in law to a process Y defined on a very good extension of the space (Q, F,(F¢), P)
which is as follows:

a) If p is even, Y is F—conditionally a continuous Gaussian martingale with “deterministic”
bracket given by

t
YY) = (o~ (@) [ (e ds. (9.6)
0
b) If pis odd and p >3, Y =Y’ +Y" where
t t
Y/ = ap+1/ (cs) P~ V/2aX +p/ (ap—1(bs — a/2) + apy1as/2)(ce) P~ V)2 ds, (9.7)
0 0

and Y is F—-conditionally a continuous Gaussian martingale with deterministic bracket given by

(9.6).
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The first summand in (9.7) is a local martingale, but the second one is not: this is a good
example of the “drift” introduced in the error term of the approximation (6.14) when the function
g is not even.

We also deduce results on the approximations of the S—variation of X (8 > 0), defined by
Var(X, B)f = > |Xijm — Xinyml’.
1<i<[nt]
This is done by applying the previous results to g(w,t,z) = |z|?. If o/ = [G(dz)|z|" (hence
al. = a, if o is an even integer), we have under (H):

t
nﬁ/Q—l Var(X,ﬂ)? — a%/ (Cs)’ﬁ/Q ds
0

uniformly in time, in probability. Further if 5 > 1, (K’) holds and the processes

¢
\/5(115/2_1 Var(X, 3)} — o/ﬁ/o (05)5/2 ds)

converge stably to a process which, conditionally on F, is a continuous Gaussian martingale with
bracket equal to (ahz — (a3)?) fot(cs)ﬁ ds.

Another interesting type of results, closely related to the previous ones, goes as follows. We
consider only the situation of the S—variations (which include the quadratic variation of Proposition
9.1 for 3 = 2). Assume that a does not vanish and take g(w,t,z) = |x/a;(w)|?. Set

Var' (X, B); = Z |(Xijn — X(i1)/m)/ai—1)/m]"-
1<i<[nt]

Then
nf27 Var' (X, B)7 — ot

uniformly in time, in probability. Further if § > 1, the processes
Vvn (nﬁ/Q_l Var' (X, B) — o/ﬁt)

converge stably to a process which, conditionally on F, is a continuous Gaussian martingale with
bracket given by |af, — (o)t

2) The previous examples were concerned with regular schemes. Now consider, again in the case
m = d =1, an example of random schemes. Set

T(n,0) =0, T(n,i+1)=inf(t >T(n,i): nt € N,|X¢| < hyp), A(n,i)=1/n, (9.8)

where h,, is a sequence of positive numbers tending to 0 and such that §,, = 1/2nh,, tends to 0.
Clearly (A1) holds, and we have

n 1
L = ma((0.8) = 5= D Lx—G-1/misha) (9.9)

1<i<[nt]

and p = v/2hy, pin. Then, as is well known, (A2) is met with p(dt) = dL; and p* = 0, where L is
the local time of X at 0.

We cannot use Corollary 6.6 here. However, Theorem 6.1 gives the following result, when
g(w,t,z) = aP for some p € IN:
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Proposition 9.3 Assume (H). The processes,

1 2 2
= Dl (”p/ (Xifn = X(im1yn)” = ap(ci-nym)? ) L X1y nlShn)
" 1<i<[nt]

converge stably in law to a process Y defined on a very good extension of the space (2, F, (F¢), P),
which is F-conditionally a continuous Gaussian martingale with “deterministic” bracket given by

(Y, Y, = (s — (0p)?) / (co)? dL,.

Although we cannot deduce a rate of convergence of L™ in (9.9) to L, it is interesting to re-state
Corollary 6.6 here: take g satisfying (K1), and assume (H). Then the following convergence holds
in probability, locally uniformly in time:

1 i—1 t
ol Z g( - ﬂ/ﬁ(Xi/n—X(il)/n)) LXi 1y ml<ha} — /Ops(g)dLs.

" 1<i<[nt]

Let us mention that results similar to Proposition 9.3 have already been used in statistics: see
Florens-Zmirou [5]. Analogous results when d > 2 have also been proved by Brugiere [2] via a
method of moments, but are not consequences of this paper since (A2) is violated in this case by
the sequence (9.8) (there is no local time when d > 2, and the processes L™ of (9.9) converge in
law, but not in probability; note that the normalization in (9.9) should be changed, and it depends
on the dimension d.
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